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## Chapter 1

## Introduction

Charmonium is the bound state of charmed quark and its antiquark. In November 1974 it was discovered in two experiments independently, one at the Brookhaven National Laboratory (BNL) [1] and the other at the Stanford Linear Accelerator (SLAC) [2]. The BNL group named this new particle $J$, while the scientist at SLAC chose $\Psi$. It is known now as $J / \Psi$, one of the lightest of charmonium system.

The discovery of charmonium, known among physicists as November Revolution, was perhaps the biggest event in particle physics. Rather than opening up new fields, it had the effect of picking out one model above all others. Of all the competing models available in 1974 only Quantum Chromodynamics (QCD) and the electroweak theory, with the addition of the charm quark, accounted for all the data. This event turned the vast majority of particle physicists into believers of the Standard Model (SM) of particle physics.

Since that time charmonium still plays an important role in the physics programs in existing and coming experiments. Studies of charmonium production are relevant to CP-violation in B system, to top-quark mass measurements and even to discovering new physics. In high energy heavy-ion collisions, it is important to identify a clear signature of the expected occurrence of a phase transition to a quark-gluon plasma (QGP). One of the possible probes is $J / \Psi$ which decays to lepton pairs with a clear peak in the di-lepton invariant mass spectrum [3].

Moreover, on its own charmonium attracts a lot of attention. Precision measurements of the bound $c \bar{c}$ system, i.e. masses, widths, energy splitting, production cross-sections and their ratios, are important inputs to test the limit of perturbative QCD and the order of magnitude of relativistic and radiative corrections.

The production of charmonium involves two distinct scales, the mass of the $c$ quark, $m_{c}$, and the relative velocity of the heavy quarks, $v$, with a hierarchy

$$
m_{c} \gg m_{c} v \gg m_{c} v^{2} \sim \Lambda_{Q C D}
$$

Because the mass of the heavy quark is relatively larger than the QCD scale, the creation of heavy quark pair is a short-distance process on scales of the order of $1 / m_{c}$ or smaller, which can be calculated reliably in perturbation theory. The non-perturbative processes involve
long-distance scales of order of the charmonium size $1 /\left(m_{c} v\right)$ or larger. It is thus intuitive to expect that long-distance and short-distance physics in charmonium production can be separated such that binding effects factorize into non-perturbative parameters.

There exist three theoretical models that have been developed to describe charmonium production, which are based on different assumptions about the factorization. These are the Color-Singlet Model (CSM) [4], Non-relativistic QCD (NRQCD) [5, 6, 7] and Color Evaporation Model (CEM) [8].

According to CSM the $c \bar{c}$ pair has to be produced during the short-distance interaction in a color-singlet state, with the same spin and angular momentum quantum numbers of the charmonium state we are interested in. A single non-perturbative parameter accounts for the hadronization of the $c \bar{c}$ pair into the physical charmonium state.

In NRQCD, perturbative factorization is retained by allowing the charmonium production and decay to take place via intermediate $c \bar{c}$ states with quantum numbers (color, spin, angular momentum) different than those of the physical charmonium state which is being produced. Non-perturbative transition probabilities from color-singlet and coloroctet intermediate states to the charmonium are related to the NRQCD non-perturbative parameters, so-called long-distance matrix elements. Their relative importance can be evaluated using their scaling properties with respect to the small relative velocity in the center-of-mass frame of the two heavy quarks. One of the most important consequences of the NRQCD factorization is the prediction that the value of the matrix elements does not depend on the details of the production process, so that parameters extracted from a given experiment can be used in different ones.

The CEM assumes the universality of charmonium hadronization through soft gluon emission. According to the model, charmonium production is strictly factorized in the production of the intermediate $c \bar{c}$ pairs which hadronize to a charmonium state through the emission of one of more soft gluons. It is assumed that the hadronization does not affect the kinematics of the parent $c \bar{c}$ so that only a single universal factor is necessary for each state. Because this factors are constant, the differential and integrated charmonium production rates are proportional to each other and independent of projectile, target and interaction energy.

Despite large experimental and theoretical efforts the range of applicability of different theoretical approaches is still object to debate, as is the quantitative verification of the factorization [9]. In this situation more precise measurements performed in wide energy range and covering various production processes are mandatory in order to resolve present ambiguities.

Among a large variety of production processes in fixed-target and collider experiments, which provide a good possibility to test different theoretical approaches, investigations of relative production of different charmonium states look especially attractive, as most of the uncertainties are expected to cancel in the ratio.

In this thesis we present a study of the production of charmonium $\chi_{c}{ }^{1}$ states in collisions of 920 GeV protons with nuclear targets. We report on the studies of the fraction

[^0]of $J / \Psi$ produced via $\chi_{c} \rightarrow \gamma J / \Psi$ radiative decays, $R_{\chi_{c}}$, and the relative production crosssection of $\chi_{c 1}$ and $\chi_{c 2}$ states, $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$. The analysis is based on the data collected with the HERA-B detector [10] at DESY during the period from October 2002 to March 2003, which amounts to about $300,000 \mathrm{~J} / \Psi$ reconstructed in di-muon and in di-electron channels in the $x_{F}$ range $-0.35 \lesssim x_{F} \lesssim 0.15$.

A precise measurement of $R_{\chi_{c}}$ allows to specify the value of the ratio in the given kinematical range, assisting thus in quantifying the relative importance of different processes in the production of charmonium. Moreover, a study of the differential distribution of $R_{\chi_{c}}$ and its dependence on the atomic number of the target is a step forward in distinguishing between the CEM and NRQCD, as the two models provide different predictions about $\chi_{c}$ and $J / \Psi$ nuclear effects. It is also an aid in understanding the $J / \Psi$ nuclear suppression, which is important for the interpretation of heavy-ion data.

A measurement of the ratio $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ is another test of the relative contribution of color-singlet and color-octet mechanisms in the production of charmonium. Only three measurements were performed in fixed-target experiments [11, 12] before. Therefore, the estimation of $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ at $\sqrt{s}=41.6 \mathrm{GeV}$ in a nice possibility to improve the existing experimental statistics. Beside that, it may be useful to understand the polarization of $\chi_{c}$ and $J / \Psi$ which are considered as crucial tests of the NRQCD approach to charmonium production [13].

A brief theoretical overview of charmonium production is given in chapter 2 . It is followed by the description of the HERA-B spectrometer, presented in chapter 3. In chapter 4 , we discuss the reconstruction of the $J / \Psi$ leptonic decays, determined by examining the invariant mass of two leptons of opposite charges. We describe the analysis chain leading to a clean sample of events containing a $J / \Psi$, including a comparison between $J / \Psi$ differential distributions obtained with carbon and tungsten targets. Succeeding chapter 5 presents the description of the search for $\chi_{c} \rightarrow \gamma J / \Psi$ radiative decays. The reconstruction of the photon is done by measuring the energy released in the electromagnetic calorimeter. Chapter 6, then, provides the details related to the measurement of the fraction of $J / \Psi$ particles produced via $\chi_{c}$ decays in $p A$ collisions, summarizing the results given in chapters 4 and 5 . The following chapter, chapter 7, illuminates the analysis leading to the measurement of the integrated $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ ratio. The distinctive feature of the analysis is the reconstruction of $\chi_{c}$ 's photon, which proceeds using the pair conversions processes. The final chapter, chapter 8 , accommodates a summary of the results as well as conclusions.

## Chapter 2

## Charmonium production

### 2.1 Prelude

### 2.1.1 Symmetries and Conservation Laws

Symmetries, i.e regularities in the behavior of a physical system, are of great importance in high energy physics, as they often express fundamental properties of forces and can be used to deduce information about particles and their interaction. Symmetries reflect intrinsic properties of objects and of the space to which they belong. They are closely related to conservation laws and to the concept of invariance. A symmetry $S$ is the set of invariances under the transformation given by $S$ or, equivalently, when the Hamiltonian of the system H is invariant

$$
S H S^{\dagger}=H
$$

The set of all symmetry transformations of a system generates an algebraic structure of a group, which is the symmetry group of the system.

The different symmetries are usually classified as discrete symmetries and continuous symmetries. In the first case the parameters can take just discrete values. In particle physics the most relevant symmetries of this type are the transformations of parity, $P$, charge conjugation, $C$, and time reversal, $T$. They have proved very useful in telling us, among other, which particle reaction are possible with a given force and which are not. In the second case the parameters take continuous values. This kind of symmetries can be of two types

- space-time symmetries, which reflect intrinsic properties of the space the system belongs to (e.g. translation, rotational invariance);
- internal symmetries, which act on internal quantum numbers of the system and reflect its intrinsic properties (e.g. $S U(2)_{L}$ weak isospin symmetry etc.).

There are two distinct classes of internal symmetries: global symmetries and local (gauge) symmetries. The continuous parameters of the transformation of global symmetries are independent of the space-time coordinates while those of gauge symmetries
do depend on the position in space-time. If the Hamiltonian (or the Lagrangian) of a physical system has a global symmetry, there must be a current and an associated charge that are conserved. Gauge invariance requires the existence of gauge bosons which carry interactions between particles. This is a very important aspect of particle physics and has a crucial role in the Standard Model, fixing the interaction between particles. It is now believed that all forces in nature obey a form of gauge symmetry.

### 2.1.2 Standard Model

All known particle physics phenomena are well described within the Standard Model (SM), the current theory of elementary particles and their fundamental interactions. Under elementary particles we understand the constituents of matter with no known substructure down to the present scale of our observation $\left(\sim 10^{-19} \mathrm{~cm}\right)$. The elementary particles are of two types: fermions, which are the basic building blocks of matter, and bosons, which are intermediate interaction particles. The fermions (Table 2.1) are divided into leptons and quarks. The known leptons are: the electron, $e^{-}$, the muon, $\mu^{-}$and the tauon, $\tau^{-}$; as well as the corresponding neutrinos $\nu_{e}, \nu_{\mu}$ and $\nu_{\tau}$. The known quarks are of six different flavours: $u, d, s, c, b$ and $t$.

Table 2.1: Fermions

| Leptons, spin $=1 / 2$ |  |  | Quarks, spin $=1 / 2$ |  |  |
| :--- | :---: | :---: | :--- | :---: | :---: |
| Flavor | Mass, $\mathrm{GeV} / \mathrm{c}^{2}$ | Electric <br> charge | Flavor | Mass, $\mathrm{GeV} / \mathrm{c}^{2}$ | Electric <br> charge |
| $\nu_{e}$ | $<7 \times 10^{-9}$ | 0 | $u$ (up) | 0.005 | $2 / 3$ |
| $e$ | 0.000511 | -1 | $d$ (down) | 0.01 | $-1 / 3$ |
| $\nu_{\mu}$ | $<0.0003$ | 0 | $c$ (charm) | 1.5 | $2 / 3$ |
| $\mu$ | 0.106 | -1 | $s$ (strange) | 0.2 | $-1 / 3$ |
| $\nu_{\tau}$ | $<0.03$ | 0 | $t$ (top) | 174 | $2 / 3$ |
| $\tau$ | 1.7771 | -1 | $b$ (bottom) | 4.7 | $-1 / 3$ |

In SM the interactions between two particles are described in terms of the exchange of bosons (Table 2.2) which couple to the conserved charges. The strength of the interaction is described by an effective constant, called coupling constant, which is a function of the energy transfer, $Q^{2}$, during the interaction. From a theoretical point of view the SM is a quantum field theory that is based on a gauge symmetry $S U(3)_{c} \times S U(2)_{L} \times U(1)_{Y}$. Gauge invariance plays a fundamental role in the theoretical treatment of the dynamical processes in SM and is used to deduce the detailed forms of the interactions. The gauge group

Table 2.2: Bosons

| Interaction | Particle | Mass, $\mathrm{GeV} / \mathrm{c}^{2}$ | Electric charge |
| :--- | :--- | ---: | ---: |
| Electromagnetic | $\gamma$ (photon) | 0 | 0 |
| Weak | $W^{ \pm}$ | 80.22 | $\pm 1$ |
|  | $Z^{0}$ | 91.19 | 0 |
| Strong | $\mathcal{G}$ (gluon) | 0 | 0 |

of SM includes the symmetry group of strong interactions, $S U(3)_{c}$, and the symmetry group of unified electromagnetic and weak interactions, electroweak interaction, $S U(2)_{L} \times$ $U(1)_{Y}$, comprising weak isospin $S U(2)_{L}$ symmetry group and weak hypercharge $U(1)_{Y}$ symmetry group. The symmetry group of electromagnetic force appears as a subgroup of the electroweak symmetry group.

The electroweak interaction is carried by three $W^{ \pm}, W^{0}$ bosons for the $S U(2)_{L}$ sector, universally coupled with the strength $g$, and the neutral boson $B^{0}$ for the $U(1)$ sector, with coupling $g^{\prime}$. The corresponding physical states are $W^{ \pm}$carrying weak charged current and $\gamma, Z^{0}$ carrying electromagnetic and weak neutral currents. The latter are mixtures of the $W^{0}$ and $B^{0}$ states. $W^{ \pm}$and $Z^{0}$ are massive particles, while the photon appears to be massless. The masses of the gauge bosons are generated due to spontaneous symmetry breaking of $S U(2)_{L} \times U(1)_{Y}$ symmetry through the Higgs Mechanism. The relations between the generators of the electroweak symmetry group and the physical particles are the following

$$
\begin{gathered}
W^{ \pm}=\frac{1}{\sqrt{2}}\left(W^{1} \mp i W^{2}\right) \\
\binom{Z^{0}}{\gamma}=\left(\begin{array}{cc}
\cos \theta_{W} & \sin \theta_{W} \\
-\sin \theta_{W} & \cos \theta_{W}
\end{array}\right)\binom{W^{0}}{B^{0}}
\end{gathered}
$$

where $\theta_{W}$ is the weak mixing angle. The relation among the quantum numbers associated to the various conserved charges in the electroweak interactions is given by

$$
Q=T_{3}+\frac{Y}{2}
$$

Here $Q$ is the electric charge, $T_{3}$ is $3^{d}$ component of the weak isospin and $Y$ is the weak hypercharge.

The various coupling constants that occur in electroweak interactions are related. Based on gauge invariance, the relation between $g$ and $g^{\prime}$ is expressed in terms of unification condition

$$
e=g \sin \theta_{W}=g^{\prime} \cos \theta_{W}, \quad \cos \theta_{W}=M_{W} / M_{Z}
$$

which relates the strength of weak and electromagnetic interactions to the $W^{ \pm}$and $Z^{0}$ masses, and anomaly conditions

$$
\sum_{l} Q_{l}+3 \sum_{q} Q_{q}=0
$$

which, in contrast, relate the electric charges $Q_{l}$ and $Q_{q}$ of the leptons $l$ and quarks $q$. The sum extends over all leptons $l$ and all quark flavours $q=u, s, c, s, t, b$.

The quarks and leptons are organized in three families with identical properties except for mass. The particle content in each family is:

$$
\begin{aligned}
1^{s t} \text { family: } & \binom{\nu_{e}}{e^{-}}_{L}, e_{R}^{-},\binom{u}{d}_{L}, u_{R}, d_{R} \\
2^{\text {nd }} \text { family: } & \binom{\nu_{\mu}}{\mu^{-}}_{L}, \mu_{R}^{-},\binom{c}{s}_{L}, c_{R}, s_{R} \\
3^{r d} \text { family: } & \binom{\nu_{\tau}}{\tau^{-}}_{L}, \tau_{R}^{-},\binom{t}{b}_{L}, t_{R}, b_{R}
\end{aligned}
$$

and the corresponding antiparticles. Due to the spin structure of the weak interaction, which manifest itself in the parity, P , and charge conjugation, C , violation ${ }^{1}$, the fermions are divided into left-handed and right-handed and transform as weak isodoublets or weak isosinglets respectively. The transitions within the quark isospin doublet is only approximate due to the phenomenon of quark mixing, which reflects the fact that the quark mass eigenstates are not the same as the weak eigenstates. Convincing evidences of existing neutrino oscillations [14], which is a consequence of neutrino masses and mixing, imply that the transition within the lepton isospin doublet is also an approximation. The quark mixing is often parametrized by a $3 \times 3$ unitary matrix $V$ - Cabbibo-Kobayashi-Maskawa (CKM) matrix - operating on the charge $-1 / 3$ quark mass eigenstates $(d, s$ and $b)$ :

$$
\left(\begin{array}{c}
d^{\prime} \\
s^{\prime} \\
b^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
V_{u d} & V_{u s} & V_{u b} \\
V_{c d} & V_{c s} & V_{c b} \\
V_{t d} & V_{t s} & V_{t b}
\end{array}\right)\left(\begin{array}{c}
d \\
s \\
b
\end{array}\right) .
$$

Any matrix element describing a weak process includes CKM factors ${ }^{2}$ as well as terms related to the quark wavefunction. The values of individual matrix elements can, in principle, all be determined in weak decays of the relevant quarks, or, in some cases from deep inelastic neutrino scattering. The mixing formalism within three quark families accommodates the explanation of experimentally observed violation of combined CP-parity. The HERA-B experiment, in fact, was originally designed to study the phenomenon of CP violation in the $B^{0}$ system [10].

The quantum numbers for the fermions of the first family are collected in Tables 2.3 and 2.4. The fermions of the second and third family have the same quantum numbers as the corresponding fermions of the first family.

Unlike the leptons, the quarks have an additional quantum number, the color. They can exist in three different color states and generally are denoted as $q_{j}, j=1,2,3$. The color charges act as the sources of the strong interaction. This idea is implemented in Quantum Chromodynamics (QCD), the gauge theory of strong interactions based on the gauge symmetry of the $S U(3)_{c}$ group. QCD emerged as a mathematically consistent

[^1]Table 2.3: Lepton quantum numbers.

| Lepton | $T$ | $T_{3}$ | $Q$ | $Y$ |
| :---: | ---: | ---: | ---: | ---: |
| $\nu_{L}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | -1 |
| $e_{L}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | -1 | -1 |
| $e_{R}$ | 0 | 0 | -1 | -2 |

Table 2.4: Quark quantum numbers.

| Quark | $T$ | $T_{3}$ | $Q$ | $Y$ |
| :---: | :---: | ---: | ---: | ---: |
| $u_{L}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{2}{3}$ | $\frac{1}{3}$ |
| $d_{L}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | $-\frac{1}{3}$ | $\frac{1}{3}$ |
| $u_{R}$ | 0 | 0 | $\frac{2}{3}$ | $\frac{4}{3}$ |
| $d_{R}$ | 0 | 0 | $-\frac{1}{3}$ | $-\frac{2}{3}$ |

theory in the 1970s, and nowadays is regarded as one of the cornerstones of the Standard Model.

The strong interaction is carried by gluons. They carry color and anti-color simultaneously. According to the $S U(3)_{c}$, nine $(3 \times 3)$ color combinations form two multiplets of states: a singlet and an octet. The octet states form the basis from which all other color states may be constructed. They correspond to an octet of gluons.

The gauge transformation in the strong sector can be written

$$
\begin{equation*}
q(x) \rightarrow U q(x) \equiv \exp \left[i \alpha_{a}(x) T_{a}\right] q(x) \tag{2.1}
\end{equation*}
$$

were $U$ is an arbitrary $3 \times 3$ unitary matrix which is shown parametrized by its general form. A set of $U$ forms a gauge group. In (2.1) a summation over all repeated indices $a$ is implied. $T_{a}$ with $a=1, \ldots, 8$ are set of linearly independent traceless $3 \times 3$ matrices, and $\alpha_{a}$ are the group parameters. The group is non-Abelian, since not all of the generators $T_{a}$ commute with each other. In general

$$
\begin{equation*}
\left[T_{a}, T_{b}\right]=i f_{a b c} T_{c} \neq 0 \tag{2.2}
\end{equation*}
$$

where $f_{a b c}$ are real constants called structure constants of the group. The structure of QCD is inferred by requiring gauge invariance. The QCD Lagrangian is given by

$$
\begin{equation*}
\mathcal{L}_{Q C D}=\sum_{q=1}^{6} \bar{q}(x)\left(i \gamma^{\mu} \partial_{\mu}-m_{q}\right) q(x)-\alpha_{s}\left(\bar{q}(x) \gamma^{\mu} T_{a} q(x)\right) G_{\mu}^{a}-\frac{1}{4} G_{\mu \nu}^{a} G_{a}^{\mu \nu} \tag{2.3}
\end{equation*}
$$

where $\alpha_{s}$ is the strong coupling constant and the gluon field strength tensor $G_{\mu \nu}^{a}$ is given by

$$
\begin{equation*}
G_{\mu \nu}^{a}=\partial_{\mu} G_{\nu}^{a}-\partial_{\nu} G_{\mu}^{a}-\alpha_{s} f_{a b c} G_{\mu}^{b} G_{\nu}^{c} \tag{2.4}
\end{equation*}
$$

with the gluon field $G_{\mu}^{a}$ transforming under local phase transformation as

$$
\begin{equation*}
G_{\mu}^{a} \rightarrow G_{\mu}^{a}+\frac{1}{\alpha_{s}} \partial_{\mu} \alpha_{a}-f_{a b c} \alpha_{b} G_{\mu}^{c} \tag{2.5}
\end{equation*}
$$

It is very informative to rewrite the Lagrangian (2.3) in schematic form

$$
\begin{equation*}
\mathcal{L}=\bar{q} q+G^{2}+\alpha_{s} \bar{q} q G+\alpha_{s} G^{3}+\alpha_{s}^{2} G^{4} \tag{2.6}
\end{equation*}
$$

The first two terms in (2.6) describe the free propagation of quarks and gluons. The interactions among the quark and gluons are contained in the term

$$
\alpha_{s} \bar{q} q G .
$$

By their exchange the eight gluons mediate the interaction between not only the quarks but also the gluons themselves. The gluon self-interaction is reflected in the last two terms in (2.6), which contain three-gluon and four-gluon interactions. The fact that gluons themselves carry color charge and, accordingly, can interact between each other, result in the specific dependency of QCD coupling on momentum $Q^{2}$ transfered in interaction. At large energy scales, i.e. large $Q^{2}$ and corresponding small separation between interacting particles, the coupling constant $\alpha_{s}$ is small and quarks inside hadrons can be considered as free particles which are not bound by the color force. This very important feature of the strong force is called asymptotic freedom. Asymptotic freedom is the key for using perturbation approach in QCD. The predictions based on perturbative calculations can be compared to the experimentally observed cross-sections for quark or gluon production. Firts-order perturbative calculations in QCD yields:

$$
\begin{equation*}
\alpha_{s}\left(Q^{2}\right)=\frac{12 \pi}{\left(33-2 n_{f}\right) \cdot \ln \left(Q^{2} / \Lambda^{2}\right)} . \tag{2.7}
\end{equation*}
$$

Here $n_{f}$ is the number of quark flavors. $\Lambda$ is a free parameter determined from experiment. At small momentum transfers, however, $\alpha_{s}$ is large and perturbative approach becomes inaccurate. In this regime, the dynamics of QCD is dominated by the non-perturbative phenomenon known as confinement. It is due to the fact that the color forces increase with the distance between strongly interacting particles. Because of that effect only states with zero total color, color-singlets, can exist as physical bound states, hadrons. In that sense $\Lambda$ can be seen as marking the boundary between the quarks and gluons being asymptotically free where the perturbative theory is applicable (i.e. $\alpha_{s} \gg 1$ which is satisfied for $Q^{2} \gg \Lambda^{2} \approx 0.06\left(G e V / c^{2}\right)$ ) and the quarks and gluons confined inside colorless hadrons, where non-perturbative phenomena dominate.

The extent to which QCD has successfully accounted for the strong interactions processes, such as hadronic jets and heavy quark production observed in different experiments, is one of the triumphs of modern particle physics. However, many areas need further development. Increasingly the study of QCD also has an "engineering" aspect. In order to exploit the potential of high-energy colliders to study other physics, especially
at the machines with circulating hadron beams, one needs a quantitative understanding of QCD.

According to QCD matter becomes "simple" at high energy density in the matter. The hadrons and hadronic resonances from which the matter is constituted at moderate densities turn into a weakly interacting system of quarks and gluons, the quark-gluon plasma (QGP), at high densities, e.g. high temperatures. Such a new state of matter may appear whenever the energy density in the matter exceeds that inside a hadron. Nowadays there are big effort to detect QGP in heavy-ion collisions. The observation of the QGP would mean an experimental confirmation of the above ideas of the structure of strongly interacting matter. The detection of deconfined quarks and gluons would give the possibility to simulate the state of universe at the very early stage of its history.

### 2.1.3 Hadron classification

Hadrons are composite particles bound together by the color interactions. They consist of quarks and gluons, conventionally separated into valence quarks and sea of quark and gluons. Hadrons are classified according to which valence quark is thought to compose them. This classification in terms of valence quarks provides a useful and accurate description of most known strongly interacting particles. The simplest physically allowed color-singlet states one can form from quarks and antiquarks are generally of the form

| $\|q \bar{q}\rangle$ | meson |
| :--- | :--- |
| $\|q q q\rangle$ | baryon |
| $\|\bar{q} \bar{q} \bar{q}\rangle$ | antibaryon |

There might exist other color-singlet sates, referred to as exotic and hybrid particles as well as glueballs. Exotic baryons are thought to comprise more than three quarks (or anti-quarks) odd in number. Exotic mesons must contain more than one valence $q \bar{q}$ pair. Hybrid hadrons are considered to embed a gluon in addition to valence quarks, whereas glueballs contain no valence quarks at all, being composed solely of gluons. Recently there have been some evidences for states composed of four quarks and one anti-quark $\Theta^{+}(u u d d \bar{s})[15], \Xi^{--}(d s d s \bar{u})[16]$ and $\Xi^{0}(d s u s \bar{d})[16]$ as well as for a state consisting of two valence quark-antiquark pairs $X(3872)$ [17, 18].

Most known mesons are reasonably described as quark-antiquark bound states. The complete spectrum of $q \bar{q}$ states is determined by quark quantum numbers. Since quarks have spin $s=\frac{1}{2}$, the $|q \bar{q}\rangle$ pair can have total spin $s_{q \bar{q}}=0$ or 1 . The $|q \bar{q}\rangle$ orbital angular momentum $L_{q \bar{q}}$ can take on any integer value; combining these $L$ and $s q \bar{q}$ angular momenta gives the allowed total angular momentum $J_{q \bar{q}}$. The allowed values are $J=L$ (for $s=0$ ) and $J=L+1, L, L-1$ (for $s=1$ ). Using spectroscopic notation meson quark model assignments may be specified as ${ }^{2 s+1} L_{J}$, where, instead of numerical value of $L$, it is conventional to write $S, P, D, F, \ldots$ for $L=0,1,2,3, \ldots$ As an example, the $J / \Psi$ meson is an ${ }^{3} S_{1}$ state with the spin $s=1$, angular momentum $L=0$ and total angular momentum $J=1$.

Spatial parity $P$ and charge-conjugation parity $C$ are conserved in strong interactions. In $q \bar{q}$ states these quantum numbers are $P=(-1)^{L+1}$ and $C=(-1)^{L+s}$. A state's $J^{P C}$ follows directly from these relations; for example the state ${ }^{3} S_{1}$ corresponding to the $J / \Psi$ meson has $J^{P C}=1^{--}$.

### 2.2 The $c \bar{c}$ bound system

Experimental and theoretical investigation of $c \bar{c}$ bound states, generally called charmonium, have been very important in establishing QCD as a true theory of strong interactions. The properties of charmonium states have been found in qualitative and in some cases quantitative agreement with theoretical expectations based on QCD. Nevertheless, since many important non-perturbative problems are still not solved, one may expect that the closer look at the properties and production of charmonium states will help in elucidating the interplay between perturbative and non-perturbative effects in QCD. This is why the experimental results on charmonium production always attract a lot of interest and attention.

Moreover, charmonium is considered as a possible signature in search for quark-gluon plasma (QGP). However its usefulness is under question as long as the charmonium production process is not fully understood. The measurements and theoretical predictions are not in good agreement with each other. Although the recent calculations suggest several ways to explain the situation precise measurements are needed in order to resolve the existing uncertainties and figure out the right model.

### 2.2.1 Mass spectrum

Most of the known charmonium states were found at $e^{+} e^{-}$colliders, which form only $J^{P C}=1^{--}$states in s-channel: $e^{+} e^{-} \rightarrow \gamma \rightarrow c \bar{c}$. The remaining states in the 1 P multiplet and ${ }^{1} S_{0}$ spin-singlets $\eta_{c}(2980)$ and $\eta_{c}(3594)$ [19, 20] were found in radiative transitions from 1 S and 2 S vector states. The single exception is the $h_{c}(3526)$ particle observed in $p \bar{p}$ collisions [21]. However like in the $\eta_{c}(3594)$ case the existence of $h_{c}(3526)$ needs further experimental confirmation.

All charmonium states with masses below the kinematic threshold of $D \bar{D}^{3}$ production (dissociation threshold) are summarized in Table 2.5 and Fig 2.1. Charmonium states which lie above that threshold are broad resonances which decay into pairs of charmed particles involving the creation of light quark-antiquark pair, in contrast to the states below the open charm threshold, which cannot decay into charmed particles because of energy conservation ( $M_{c \bar{c}}<2 m_{D}$ ).

The low-lying states of charmonium decay eventually via quark antiquark annihilation into gluons. However radiation transitions between different states are also possible since their lifetime is long enough for electromagnetic transitions between various excitations
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Figure 2.1: Charmonium spectrum. The states below the dissociation threshold plus $\Psi(3770)$, the first state of ${ }^{3} D_{J}$ multiplet, are shown. The vertical axis shows the masses in $\mathrm{GeV} / \mathrm{c}^{2}$ while horizontal axis presents the corresponding quantum numbers.
to occur. The electromagnetic transitions compete with transitions mediated by the emission of soft gluons. The latter materialize as light hadrons. Another possibility to disintegrate is via leptonic decay, which is used by many experiments, including HERA-B, to reconstruct $J / \Psi$ and $\Psi(2 S)$ particles. Properties of these bound states and their decays are good testing grounds for QCD in both the non-perturbative and perturbative regimes.

### 2.2.2 Potential model

The distinctive phenomenological feature of the charmonium system is that, for many purposes, it is well described by the quark potential model, in which the heavy quark and antiquark are bound by a instantaneous (static) potential.

The low-lying $c \bar{c}$ states are essentially non-relativistic systems because of heavy mass of the $c$ quark, e.g. $M_{J / \Psi=c \bar{c}} \approx 3.1 \mathrm{GeV} / c^{2}$ where $m_{c} \approx 1.5 \mathrm{GeV} / \mathrm{c}^{2}$. Under such circumstances, the observed mass spectrum of charmonium states is well understood in simple non-relativistic treatment. In the center-of-mass frame of the $c \bar{c}$ pair, neglecting spindependent effects, the Schrödinger equation is

$$
\begin{equation*}
-\frac{1}{2 \mu} \nabla^{2} \psi(\vec{x})+V(r) \psi(\vec{x})=E \psi(\vec{x}) \tag{2.8}
\end{equation*}
$$

Table 2.5: Known charmonium states under $D \bar{D}$ dissociation threshold [20].

| State | $\begin{aligned} & \text { Mass } \\ & \left(\mathrm{MeV} / \mathrm{c}^{2}\right) \end{aligned}$ | Width $\left(\mathrm{MeV} / \mathrm{c}^{2}\right)$ | $e^{+} e^{-}, \mu^{+} \mu^{-} \text {decays and } \gamma$ transitions |
| :---: | :---: | :---: | :---: |
| $\eta_{c}(1 S)\left(1^{3} S_{0}\right) J^{P C}=0^{-+}$ | $2979.6 \pm 1.2$ | $17.3_{-2.5}^{+2.7}$ |  |
| $J / \Psi\left(1^{3} S_{1}\right) J^{P C}=1^{--}$ | $3096.92 \pm 0.01$ | $0.091 \pm 0.003$ |  |
| $\begin{aligned} & \Psi(2 S)\left(2^{3} S_{1}\right) J^{P C}=1^{--} \\ & \text {also called } \Psi^{\prime} \end{aligned}$ | $3686.09 \pm 0.03$ | $0.277 \pm 0.022$ | $\begin{aligned} & e^{+} e^{-},(7.55 \pm 0.31) \times 10^{-3}, \\ & \mu^{+} \mu^{-},(7.3 \pm 0.8) \times 10^{-3} \\ & \gamma \chi_{c 0}(1 P),(8.6 \pm 0.7) \% \\ & \gamma \chi_{c 1}(1 P),(8.4 \pm 0.8) \% \\ & \gamma \chi_{c 2}(1 P),(6.4 \pm 0.6) \% \\ & \gamma \eta_{c}(1 S),(2.8 \pm 0.6) \times 10^{-3} \end{aligned}$ |
| $\chi_{c 0}\left(1^{3} P_{0}\right) J^{P C}=0^{++}$ | $3415.2 \pm 0.3$ | $10.2 \pm 0.9$ | $\gamma J / \Psi(1 S),(1.18 \pm 0.14) \%$ |
| $\chi_{c 1}\left(1^{3} P_{1}\right) J^{P C}=1^{++}$ | $3510.6 \pm 0.1$ | $0.91 \pm 0.13$ | $\gamma J / \Psi(1 S),(31.6 \pm 3.3) \%$ |
| $\chi_{c 2}\left(1^{3} P_{2}\right) J^{P C}=2^{++}$ | $3556.3 \pm 0.1$ | $2.11 \pm 0.16$ | $\gamma J / \Psi(1 S),(20.2 \pm 1.7) \%$ |
| $h_{c}\left(1^{1} P_{1}\right) J^{P C}=? ? ?$ | $3526.21 \pm 0.25$ | $\begin{aligned} & <1.1(\text { at } \mathrm{CL} \\ & 90 \%) \end{aligned}$ |  |
| $\eta_{c}(2 S)\left(2^{3} S_{0}\right) J^{P C}=0^{-+}$ | $3654 \pm 10$ | < 55 |  |

where $r=|\vec{x}|$ is the distance between the quarks, $\mu=m_{c} / 2$ is their reduced mass ( $m_{c}$ is the c quark mass), and $\psi$ is the wave function of the $c \bar{c}$ bound state. The mass

$$
\begin{equation*}
M_{c \bar{c}}=2 m_{c}+E\left(m_{c}, V\right) \tag{2.9}
\end{equation*}
$$

depends only on the principal quantum number $n$ and the orbital quantum number $l$, for a given potential $V(r)$. The potential $V(r)$ is inferred from the charmonium spectrum and the properties of the strong forces [22]. In particular it can be determined as

$$
V(r) \approx \begin{cases}-\frac{\alpha_{s}(r)}{r}, & r \rightarrow 0  \tag{2.10}\\ k^{2} r, & r \rightarrow \infty\end{cases}
$$

$V(r)$ behaves like a Coulomb potential at small distances between quarks, but rises linearly at large values of $r$ as dictated by asymptotic freedom and confinement, respectively. The mass of the observed states and the decay width, which is sensitive to the short-distance part of the potential of $c \bar{c}$ bound state, are usually used to test the potential model in question.

There are variety of phenomenological models for the potential, which may have different ways of treatment of the short and long distance limits with respect to the static potential. Moreover, they may include relativistic corrections and higher order corrections in perturbative expansion to the short distance limit. They all, with the proper
choice of $c$-quark mass, give a satisfactory description of the experimentally observed mass spectrum of charmonium states [23].

### 2.3 Kinematical observables

For a $c \bar{c}$ bound state formed from two colliding nucleons with four-momenta $p_{1}$ and $p_{2}$ the energy in their center-of-mass system (c.m.s.) is given by

$$
\begin{equation*}
\sqrt{s}=\sqrt{\left(p_{1}+p_{2}\right)^{2}} \tag{2.11}
\end{equation*}
$$

Since the nucleons are composite objects we can try to describe the interaction as a collision between two elementary constituents, partons, which carry longitudinal momentum fractions $x_{1}$ and $x_{2}$ respectively. Provided we can transform to a frame where the energy of both nucleons is large, we can neglect the transverse momentum and mass of the partons. The heavy object created by the two partons then has an invariant mass

$$
\begin{equation*}
M=\sqrt{\hat{s}}=\sqrt{x_{1} x_{2} s} \tag{2.12}
\end{equation*}
$$

Differential cross-sections are usually described in terms of the momentum coordinates parallel and perpendicular to $\vec{p}_{1}-\vec{p}_{2}$ direction. A common choice in fixed-target collisions are the transverse momentum $p_{T}$ and the Feynman-x variable $x_{F}$ [24],

$$
\begin{align*}
& p_{T}=\sqrt{p_{x}^{2}+p_{y}^{2}} \\
& x_{F}=\frac{p_{z}}{p_{z}^{\text {max }}} \approx \frac{2 p_{z}}{\sqrt{s}} \tag{2.13}
\end{align*}
$$

where $p_{z}$ is calculated in the c.m.s. frame of the proton-nucleon collision and $p_{z}^{\max }$ is its maximum value in this frame. The center-of-mass frame is defined as if the projectile proton is colliding with a stationary nucleon inside the nucleus. In the parton picture $x_{F}$ is related to the parton momentum fractions by

$$
\begin{equation*}
x_{F}=x_{1}-x_{2} \tag{2.14}
\end{equation*}
$$

An alternative to the longitudinal momentum is the rapidity, defined as

$$
\begin{equation*}
y=\frac{1}{2} \log \left(\frac{E+p_{z}}{E-p_{z}}\right), \tag{2.15}
\end{equation*}
$$

where $E$ is the energy of the hadron. Under the Lorentz transformation along the $z$ axis, the rapidity transforms like $y \rightarrow y-\tanh ^{-1} \beta$, such that the shape of the rapidity distribution is independent of the reference frame. If $m \ll|\vec{p}|$ the rapidity is approximately equal to the pseudorapidity given by

$$
\begin{equation*}
\eta=-\log \left[\tan \left(\frac{\theta}{2}\right)\right] \tag{2.16}
\end{equation*}
$$

where $\theta$ is the angle between the particle momentum vector and the $z$-axis.

### 2.4 Charmonium production cross-section

There are several momentum scales that play important roles in the dynamics in a charmonium state [25]. The most important scales are:

- Mass of the charmed quark, $m_{c}$ :
it sets the overall scale of the rest energy of the bound state and, also, provides the short-distance scale, $1 / m_{c}$, at which the production of $c \bar{c}$ pair takes place.
- Quark relative momentum in the meson rest frame, $m_{c} v$ :
the formation of the charmonium state takes place over distances that are of order $m_{c} v$ in the charmonium rest frame and the size of the bound state is inverse to the momentum $m_{c} v$.
- Quark kinetic energy scale, $m_{c} v^{2}$ :
this is the scale of binding energies.
- The energy scale $\Lambda_{Q C D}$ (the same as $\Lambda$ in (2.7)):
it is associated with the non-perturbative effects involving gluons and light quarks. It determines the long range behavior of the potential between the quark and antiquark, which is approximately linear, with the coefficient of $(k \approx 450 \mathrm{MeV})^{2}$. This can be used as an estimate for the non-perturbative scale: $\Lambda_{Q C D} \approx 450 \mathrm{MeV}$ [5]

Assuming the non-relativistic nature of the $c \bar{c}$ bound states with the relative quark velocities $v \ll c$, one can treat the processes associated with different energy scales $m_{c}$, $m_{c} v$ and $m_{c} v^{2}$ separately:

$$
\begin{equation*}
\Lambda_{Q C D}^{2} \sim\left(m_{c} v^{2}\right)^{2} \ll\left(m_{c} v\right)^{2} \ll m_{c}^{2} \tag{2.17}
\end{equation*}
$$

Calculations based on quark potential model indicate that the average value of $v^{2}$ is about 0.25 for the charmonium system [25], which means that the assumption (2.17) is reasonably good in our case. Under such circumstances, the cross-section for producing


Figure 2.2: Schematic view of charmonium production in hadronic collision
a charmonium states $\mathcal{C H}$ is usually written in a factorized form, that is the effects at the energy scale $m_{c}$ are separated from those at the lower energy scales $m_{c} v, m_{c} v^{2}$ and $\Lambda_{Q C D}$. In other words, the cross-section is written as a sum of terms, each of which factors into a short-distance part ( $\sim 1 / m_{c}$ or smaller), which can be calculated in QCD perturbation theory, multiplied by long-distance coefficients $\left(\sim 1 /\left(m_{c} v\right)\right.$ or larger) associated with the non-perturbative effects (Fig. 2.2):

$$
\begin{equation*}
\sigma_{\mathcal{C H}}=\sum_{i, j} \int \underbrace{d x_{1} d x_{2} f_{i / A} f_{j / B}}_{\Lambda_{Q C D}} \times \underbrace{\hat{\sigma}\left[i j \rightarrow\left(c \bar{c}[n]+X^{\prime}\right)\right]}_{m_{c}} \times \underbrace{O[c \bar{c} \rightarrow \mathcal{C H}]}_{m_{c} v}+\mathcal{O}\left(\frac{\Lambda_{Q C D}}{m_{c}^{2}}\right) \tag{2.18}
\end{equation*}
$$

Here $i, j$ represent the interacting partons (gluons, light quarks and antiquarks) and the functions $f_{i / A}=f_{i / A}\left(x_{1}, \mu_{F}^{2}\right)$ and $f_{j / B}=f_{j / B}\left(x_{2}, \mu_{F}^{2}\right)$ are their number densities, the parton distribution function (PDF) evaluated at the momentum fraction $x_{1}$ and $x_{2}$ and factorization scale $\mu_{F}$. The calculation of PDF cannot be achieved from first principles in perturbation theory. However their dependence on factorization scale can be calculated perturbatively [26].

The cross-section $\hat{\sigma}$ of the hard scattering process describes the transition from the initial partons $i$ and $j$ with momentum fractions $x_{1}$ and $x_{2}$ to a $c \bar{c}$ pair in quantum state $n$ and possibly other gluons and quarks ( $X^{\prime}$ ). It can be calculated as a perturbation series in $\alpha_{s}$, where the strong coupling constant is evaluated at the renormalization scale $\mu_{R}$. At leading order three processes contribute to the $c \bar{c}$ production (Fig. 2.3).


Figure 2.3: Leading order diagrams for heavy-quark production.
In general, the hard-scattering cross-section should be considered as a function of two scales, factorization scale $\mu_{F}$ and renormalization scale $\mu_{R}: \hat{\sigma}=\hat{\sigma}\left(\mu_{F}, \mu_{R}\right)$.

Since the short distance cross-sections depend upon the helicity of the partons, the spin of the $c \bar{c}[n]$ state can be preferentially aligned with respect to the relative momentum of the nucleons [7,27]. Information about the spin alignment which for charmonium is usually called polarization is revealed by the angular distribution of the decay products, which, in HERA-B, are the two leptons in case of the decay of $J / \Psi$, and photon and $J / \Psi$ in case of $\chi_{c}$ decays. Usually the angular distribution is expressed in terms of the polar angle of the positive lepton and photon in the rest frame of the $J / \Psi$ and $\chi_{c}$ resonances, respectively. There are two conventional choices for the coordinates in this frame, namely either with the $z$-axis parallel to the projectile momentum vector or parallel
to the bisection of the projectile momentum vector and (minus) the target momentum vector The prediction for the polarization depends on the choice of the reference frame, but at small $p_{T}$ (as in fixed-target experiments) the difference is small enough that most authors do not mention it. After integration over the azimuthal angle, the differential cross-section can be written as [7]

$$
\begin{equation*}
\frac{d \sigma}{d \cos \theta} \propto 1+\lambda \cos ^{2} \theta \tag{2.19}
\end{equation*}
$$

where $\lambda=1(\lambda=0)$ corresponds to complete transverse (longitudinal) polarization.
The angular dependency of charmonium states plays an important role in the discussion of the production mechanism. The different models for charmonium production, which are discussed in the following section, supply with rather different predictions. This makes the experimental studies of the polarization of charmonium states to be a sensitive and attractive test of theoretical calculations. The comparison of the predictions and the present experimental results are discussed later in section 2.6.

### 2.5 Charmonium formation

Because of the relatively large c-quark mass, $c \bar{c}$ production is perturbatively calculable, as it is pointed out in the previous section. However, the subsequent transition from $c \bar{c}$ pairs to physical charmonium state $\mathcal{C H}$ introduces non-perturbative effects, presenting a particular challenge to theoretical calculation. If the factorization assumption (2.18) is valid, this long-distance process can be treated in theoretical calculation as universal parameters, $O[c \bar{c} \rightarrow \mathcal{C H}]$ in (2.18).

There exist three theoretical models that have been developed to describe charmonium formation, which are based on different assumptions about the factorization [9, 28]. These are the Color-Singlet Model (CSM) [4], Non-Relativistic QCD (NRQCD) [5, 6, 7] and the Color Evaporation Model (CEM) [8, 29].

### 2.5.1 Color evaporation model

According to color evaporation model (CEM), the production cross-section of bound states is strictly factorized in the production of $c \bar{c}$ pair and its subsequent evolution into a charmonium state. The perturbatively calculated total partonic cross-section into free charmed quarks is equal to the sum of all the cross-sections of all charm hadrons (duality argument). Correspondingly, all the information on the non-perturbative transition of the $c \bar{c}$ pair to the heavy quarkonium $\mathcal{C H}$ of quantum numbers $J^{P C}$ is contained in "fudge factors" $F_{n J P C}$ that a priori may depend on all quantum numbers $\left(w=x_{F}, p_{T}, \ldots\right)$ :

$$
\begin{equation*}
\frac{d \sigma\left[\mathcal{C H}\left(n J^{P C}\right)\right](s, w)}{d w}=F_{n J^{P C}} \frac{d \hat{\sigma}[c \bar{c}](s, w)}{d w} \tag{2.20}
\end{equation*}
$$

$\hat{\sigma}[c \bar{c}]$ is the total cross-section of heavy-quark production calculated by integrating over the $c \bar{c}$ pair mass $M$ from $2 m_{c}$ to $2 m_{D}$. For example, in hadronic collisions at high energy

$$
\begin{align*}
\hat{\sigma}[c \bar{c}](s)= & \int_{4 m_{c}^{2}}^{4 m_{D}^{2}} d \hat{s} \int d x_{1} d x_{2} f_{i / A}\left(x_{1}, M^{2}\right)  \tag{2.21}\\
& \times f_{j / B}\left(x_{2}, M^{2}\right) \hat{\sigma}[i j \rightarrow c \bar{c} X](\hat{s}) \delta\left(\hat{s}-x_{1} x_{2} s\right),
\end{align*}
$$

where the relation between $M$ and $\hat{s}$ is specified by (2.12). Note that $\hat{\sigma}[c \bar{c}]$ is the spinsummed cross-section and that the heavy-quark pair can be both in a color-singlet and a color-octet state. The $c \bar{c}$ configuration arranges itself into a definite outgoing charmonium state by interacting with the collision-induced color field ("color evaporation"). A big fraction of the sub-threshold cross-section $\hat{\sigma}[c \bar{c}]$, however, goes into open charm production. The additional energy needed to produce charmed hadrons is obtained (in general non-perturbatively) from the color field in the interaction region. The yield of all charmonium states below the $D \bar{D}$ threshold is, thus, only a part of the total sub-threshold cross-section [8].

Neither the division of $\hat{\sigma}[c \bar{c}]$ into open charm and charmonium nor the relative charmonium production rates are specified by the generalized color evaporation model. Hence its essential prediction is that the dynamics of charmonium production is that of $\hat{\sigma}[c \bar{c}]$, i.e. the energy dependence, $x_{F}$ - and $p_{T}$-distributions of $\mathcal{C H}$ are identical to those of the free $c \bar{c}$ pair. In particular, ratios of different charmonium production cross-sections should be energy-, $x_{F}-$, and $p_{T}$-independent. In other words, the non-perturbative factors $F_{n J^{P C}}$ should be universal constants whose values may, however, depend on the heavy-quark mass.

### 2.5.2 Color-singlet model

In the color-singlet model (CSM), the dominant production mechanism of a charmonium state $\mathcal{C H}$ is assumed to be the one in which it is produced at short distances in a colorsinglet $c \bar{c}$ state with the correct quantum numbers. Hence the cross-section is given by the factorized form:

$$
\begin{equation*}
\frac{d \sigma\left[\mathcal{C H}\left(n J^{P C}\right)\right](s, w)}{d w}=F_{n L} \frac{d \sigma\left[c \bar{c}\left(n^{2 S+1} L_{J}, \underline{1}\right)\right](s, w)}{d w} \tag{2.22}
\end{equation*}
$$

where $\underline{1}$ underline the color-singlet nature of the $c \bar{c}$ pair. The non-perturbative probability $F_{n L}$ for the $c \bar{c}$ pair to form the bound state $\mathcal{C H}$ is given in a calculable way in terms of the radial wave function $R_{n L}^{(L)}(0)$ of non-relativistic Schrödinger equation for $c \bar{c}$ bound state or its derivatives

$$
\begin{equation*}
F_{n L} \propto \frac{\left|R_{n L}^{(L)}(0)\right|^{2}}{M_{\mathcal{C H}}^{3+2 L}} \tag{2.23}
\end{equation*}
$$

and can either be calculated using a potential from potential model or extracted from the $\mathcal{C H}$ decay widths.

If the relevant momentum scale $Q^{2}$ is of the order of the heavy quark mass, the dominant cross-section is given by (2.22). The production mechanism in hadronic collisions via
leading order is represented on Fig. 2.5(a). At large scale $Q^{2}$ however, the short-distance production becomes suppressed by a factor $m_{c}^{2} / Q^{2}$ with respect to production via fragmentation. Similarly, fragmentation processes start to dominate at high- $p_{T}$ (Fig. 2.5(b)) [9, 28]. In this case, important contributions arise from gluon fragmentation

$$
\begin{equation*}
\frac{d \sigma[\mathcal{C H}+X]\left(s, p_{T}\right)}{d p_{T}}=\int_{0}^{1} d z \frac{d \hat{\sigma}\left[g\left(p_{T} / z\right)+X\right]\left(s, p_{T}, \mu\right)}{d p_{T}} D_{g \rightarrow \mathcal{C H}}(z, \mu, m) \tag{2.24}
\end{equation*}
$$

The fragmentation functions $D_{i \rightarrow \mathcal{C H}}(z ; \mu ; m)$ specify the probability for partons $i$ (gluons, light and heavy quarks) to hadronize into the hadron $\mathcal{C H}$ as a function of its longitudinal momentum fraction relative to $i: z=p_{l}^{\mathcal{C H}} / p_{l}^{i}$. The fragmentation functions at the input scale $m_{c}, D_{i \rightarrow \mathcal{C H}}^{(0)}(z)$ can be calculated as series in $\alpha_{s}\left(m_{c}\right)$ by assuming that they take the same factorized form as (2.22). For example, the lowest-order diagrams that contribute to gluon fragmentation into $J / \Psi$ are $g \rightarrow c \bar{c}\left({ }^{3} S_{1} ; \underline{1}\right) g g$, so that

$$
\begin{equation*}
D_{i \rightarrow \mathcal{C H}}^{(0)}(z)=\left(\frac{\alpha_{s}\left(m_{c}\right)}{m_{c}}\right)^{3}\left|R_{1 S}(0)\right|^{2} f(z)+O\left(\alpha_{s}^{4}\right) \tag{2.25}
\end{equation*}
$$

where $R_{1 S}(0)$ is the radial wave function of $J / \Psi$ and $f(z)$ is a calculable function.
In contrast to $S$-wave fragmentation functions, the color-singlet contributions to fragmentation functions into $\chi_{c J}$ state are, however, singular. For example, the process $g \rightarrow c \bar{c}\left({ }^{3} P_{J}, \underline{1}\right)+g$ diverges logarithmically (analogically $c \rightarrow c \bar{c}\left({ }^{3} P_{J}, \underline{1}\right)+c$ )

$$
\begin{equation*}
D_{i \rightarrow \chi_{J}}^{(0)}(z)=\frac{\alpha_{s}^{2}\left(m_{c}\right)}{9 \pi} \frac{\left|R_{\chi}^{\prime}(0)\right|^{2}}{m_{c}^{5}} \mathcal{F}\left(\ln \frac{m_{c}}{\epsilon_{0}}\right), \tag{2.26}
\end{equation*}
$$

where $R_{\chi}^{\prime}(0)$ is the derivative of the radial wave function of $\chi_{c J}$ charmonium state. The presence of the infrared divergence clearly spoils the factorization assumption of the colorsinglet model. An additional non-perturbative parameter has to be introduced in order to still separate the long- and short-distance contributions [9, 28]. In (2.26) infrared divergence, associated with the soft limit of the final-state gluon, has been made explicit by the introduction of a lower cutoff $\epsilon_{0}$ on the gluon energy in the quarkonium rest frame. But even with the introduced cutoff, the color-singlet model still encounters difficulties to reproduce the high- $p_{T}$ prompt charmonium production measured by CDF experiment [34]. By including fragmentation mechanisms the theoretical predictions for prompt $J / \Psi$ production can be brought to rough agreement with the data, relating remaining discrepancy to theoretical uncertainties in the P-wave fragmentation. However, this conclusion of a rather successful description of $J / \Psi$ production relies on the postulation of a very large $g \rightarrow \chi_{c J}(1 P)$ fragmentation contribution where the $\chi_{c J}$ subsequently decays into $J / \Psi$. There is no such contribution for $\Psi^{\prime}$. Therefore, the prediction of its production rate falls far below the data, casting doubts ${ }^{4}$ on the correctness of the picture of the $J / \Psi$ production.

[^3]It is clear that a generalization of the naive factorization a la $(2.22,2.25)$ is necessary for the description of charmonium production.

### 2.5.3 Non-relativistic QCD

The two previous sections discussed two extreme scenarios to describe production crosssections and decay rates of charmonium. In CEM (2.20), no constraints are imposed on the color and angular momentum states of the $c \bar{c}$ pair. Non-perturbative QCD effects, mediating the transition to the color-singlet hadronic state $\mathcal{C H}\left(J^{P C}\right)$ containing the $c \bar{c}$ pair, are assumed to be universal and negligible for the dynamics of $\mathcal{C H}\left(\sqrt{s}, p_{T}\right.$, etc.) dependence. The normalization factors for the various states are not predictable. Nevertheless, once being fixed phenomenologically, the model rather successfully fits the data.

The factorization assumption (2.22) of CSM, on the other hand, says that all nonperturbative effects are contained in a single term that can be expressed as the nonrelativistic wave function of the bound state. In turn, relative production rates of different quarkonium states can be predicted. Moreover, different states may have different dynamical dependences since only specific short-distance cross-sections contribute to each state. However, the color-singlet model fails in two respects. First, predictions for S-wave states often are way off, and second logarithmic infrared divergences spoil the factorization in the case of P-wave. This failure of the color-singlet model can be traced back to that of the underlying quark potential model. Relativistic corrections, which realize in the velocity power counting rules, are essential for a description that is both consistent for P-wave states and successful for S-wave states.

In the approach of non-relativistic quantum chromodynamics (NRQCD) the crosssection (2.18) is organized in powers of $v^{2}$, the average velocity of the heavy (anti-) quark in the meson rest frame. The long-distance factors generated by the expansion can be identified as long-distance matrix elements $\left\langle O^{\mathcal{C H}}[n]\right\rangle$ :

$$
\begin{equation*}
\left\langle O^{\mathcal{C H}}[n]\right\rangle=\sum_{X, \lambda}\langle 0| \chi^{+} \mathcal{K}_{n} \psi|\mathcal{C H}(\lambda)+X\rangle\langle\mathcal{C H}(\lambda)+X| \psi^{+} \mathcal{K}_{n}^{\prime} \chi|0\rangle \tag{2.27}
\end{equation*}
$$

Here the sum is over the charmonium polarization $\lambda$ and any number of light hadrons $X$ in the final state. The $\psi$ and $\chi$ are two-component spinor fields describing the heavy quark and antiquark, respectively. The factors $\mathcal{K}_{n}$ and $\mathcal{K}_{n}^{\prime}$ can contain products of color and spin matrices as well as covariant derivatives [9]. The color and angular momentum quantum numbers of the intermediate $c \bar{c}$ pair need not be equal to those of the physical charmonium $\mathcal{C H}$. Soft gluons with energy of order $m_{c} v$ can be emitted before the formation of the bound state $\mathcal{C H}$, and change the color and spin of the pair. The effects of these soft gluons are included in the long-distance matrix elements $\left\langle O^{\mathcal{C H}}[n]\right\rangle$. In the framework of NRQCD both short-distance and long-distance coefficients in the expression (2.18) depend on the factorization scale $\mu_{F}$. The factorization scale plays the role of an infrared cutoff in the short-distance term and an ultraviolet cutoff for long-distance matrix elements. The $\mu_{F}$-dependence of the short-distance coefficient cancels with the $\mu_{F}$-dependence of long-
distance matrix elements, removing, thus, the problem of infrared divergences encountered in (2.26) [28].

The matrix elements have to be calculated using non-perturbative methods or determined from experimental data. Since the coefficients $\hat{\sigma}$ are calculated as perturbation series in $\alpha_{s}\left(m_{c}\right)$, eq. (2.18) is really a double expansion in $\alpha_{s}\left(m_{c}\right)$ and $v^{2}$. For charmonium, the two expansion parameters are not independent: $v \approx \alpha_{s}\left(m_{c} v\right)>\alpha_{s}\left(m_{c}\right)$ [28]. Hence corrections of order $v^{n}$ must not be neglected compared to those of order $\alpha_{s}^{n}\left(m_{c}\right)$. Which terms in (2.18) actually contribute to the production of a quarkonium $|\mathcal{C H}\rangle$ depends on both the $\alpha_{s}\left(m_{c}\right)$ expansion of $d \hat{\sigma}$ and the $v^{2}$ expansion of the matrix elements. The magnitude of various non-perturbative transition probabilities is determined using power counting rules [25]. They depend upon the relative size of three different energy scales (2.17). The power counting rules for the long-distance matrix elements $\left\langle O^{\mathcal{C H}}[n]\right\rangle$ in (2.18) can be derived by considering the Fock state decomposition of a charmonium state $\mathcal{C H}[9,28]$,

$$
\begin{equation*}
|\mathcal{C H}\rangle=\psi_{c \bar{c}}^{\mathcal{C H}}|c \bar{c}\rangle+\psi_{c \bar{c} g}^{\mathcal{C \mathcal { H }}}|c \bar{c} g\rangle+\ldots \tag{2.28}
\end{equation*}
$$

The $c \bar{c}$ pair can be in either a color-singlet or a color-octet state with spin $S=0,1$ and angular momentum $L=0,1,2, \ldots$ The dominant component $|c \bar{c}\rangle$ comprises a quark pair in a color-singlet state and with angular momentum quantum numbers ${ }^{2 S+1} L_{J}$ that are consistent with the quantum numbers of the charmonium. The higher Fock states, such as $|c \bar{c} g\rangle$, contain dynamical gluons or light quarks. All higher Fock states have probabilities suppressed by powers of $v$ in comparison to $|c \bar{c}\rangle$.

The NRQCD formalism implies that color-octet processes associated with higher Fock state components of the charmonium wave function must contribute to the cross-section. $c \bar{c}$ pairs that are produced at short distances in color-octet state can evolve into a physical charmonium through radiation of soft gluons at late times in the production process, when the quark pair has already expanded to the charmonium size.

In this way NRQCD factorization approach provides a natural solution to the problem of infrared divergences encountered in (2.26). According to the NRQCD power counting rules, two terms contribute to the production cross-section of the $P$-wave states at leading order in the velocity expansion. For $\chi_{c J}$ production one has

$$
\begin{align*}
d \sigma\left(\chi_{c J}+X\right) \propto & d \hat{\sigma}\left(c \bar{c}\left[1,{ }^{3} P_{J}\right]+X\right)\left\langle O^{\chi_{c J}}\left[1,{ }^{3} P_{J}\right]\right\rangle+  \tag{2.29}\\
& d \hat{\sigma}\left(c \bar{c}\left[8,{ }^{3} S_{1}\right]+X\right)\left\langle O^{\chi_{c J}}\left[8,{ }^{3} S_{1}\right]\right\rangle+\mathcal{O}\left(v^{2}\right) .
\end{align*}
$$

The matrix element $\left\langle O^{\chi_{c J}}\left[1,{ }^{3} P_{J}\right]\right\rangle$ can be related to the derivative of the radial wave function at the origin, and the first term in equation (2.29) corresponds to the expression of CSM. The second term represents the contribution of the color-octet mechanism: the short distance factor is the cross-section for producing $c \bar{c}$ pair in a color-octet ${ }^{3} S_{1}$ state, and the corresponding long-distance matrix element $\left\langle O^{\chi_{c J}}\left[8,{ }^{3} S_{1}\right]\right\rangle$ describes the probability of such a $c \bar{c}\left[8,{ }^{3} S_{1}\right]$ pair to form a $\chi_{c J}$ state of charmonium. According to the NRQCD power counting rules, the $\left\langle O^{\chi_{c J}}\left[1,{ }^{3} P_{J}\right]\right\rangle$ and $\left\langle O^{\chi_{c J}}\left[8,{ }^{3} S_{1}\right]\right\rangle$ matrix elements scale with the same power of velocity $\sim v^{5}$ and must both be included in a consistent theoretical
description. Other terms in the general factorization formula are suppressed by relative order of $v^{2}$ or more. The infrared divergences in color-singlet short-distance cross-section $d \hat{\sigma}\left(c \bar{c}\left[1,3_{J}^{P}\right]+X\right)$ at the next-to-leading order is canceled by a matching infrared singularity from the radiative corrections to the color-octet matrix element $\left\langle O^{\chi_{c J}}\left[8,{ }^{3} S_{1}\right]\right\rangle$.
color-octet processes are necessary for a consistent description of $P$-wave charmonium, but they can be even more important phenomenologically for the $S$-wave states like $J / \Psi$ and $\Psi^{\prime}$. In the non-relativistic limit $v \rightarrow 0$, the NRQCD description of $S$-wave charmonium production reduces to the color-singlet processes. However, color-octet contribution can become significant, and even dominant, if the short-distance cross-section for producing $c \bar{c}$ in a color-octet state is enhanced. The experimental studies of $J / \Psi$ and $\Psi^{\prime}$ direct production show that the simple treatment in the framework of color-singlet processes is not sufficient to reproduce the phenomenology. At the same time the inclusion of the color-octet mechanism in the consideration removes that discrepancy (see Fig. 2.4).


Figure 2.4: Experimental data of direct $J / \Psi$ (left) and $\Psi^{\prime}$ (right) production measured at CDF [30]. The lines show the theoretical predictions based on color-octet and/or color-singlet mechanisms [9]. The plot is taken from reference [9].

### 2.5.4 Production in hadronic interactions.

The $J / \Psi$ and $\Psi^{\prime}$ production in hadron-hadron collisions via leading order in color-singlet mechanism is represented in Fig. 2.5(a). At large transverse momentum, the two internal quark propagators are off-shell by $\sim p_{T}^{2}$ so that the parton differential cross section scales like $d \sigma / d p_{T}^{2} \sim 1 / p_{T}^{8}$, as indicated in the figure. On the other hand, when $p_{T} \gg 2 m_{c}$ the charmonium mass can be considered small and the inclusive charmonium cross-section scales like any other single-particle inclusive cross-section $\sim 1 / p_{T}^{4}$. The dominant production mechanism for charmonium at sufficiently large values of $p_{T}$ must, thus, proceed via fragmentation, the production of a parton with large $p_{T}$ which subsequently decays into charmonium and other partons [9]. A typical fragmentation contribution for color-singlet production of $J / \Psi$ is shown in Fig 2.5(b). While the fragmentation contributions are
(a) leading order color-singlet:

$$
g+g \rightarrow c \bar{c}\left[{ }^{3} S_{1}^{(1)}\right]+g
$$



$$
\begin{array}{ll}
+\ldots & \sim \alpha_{s}^{3} \frac{\left(2 m_{c}\right)^{4}}{p_{T}^{8}} \\
g+g \rightarrow\left[c \bar{c}\left[{ }^{3} S_{1}^{(1)}\right]+g g\right]+g &
\end{array}
$$

(b) color-singlet fragmentation:


$$
+\ldots
$$

(c) color-octet fragmentation:


$$
g+g \rightarrow c \bar{c}\left[{ }^{3} S_{1}^{(8)}\right]+g
$$

(d) color-octet t-channel gluon exchange

$$
+\ldots \quad \sim \alpha_{s}^{3} \frac{1}{p_{T}^{4}} v^{4}
$$



$$
+\ldots
$$

$$
\sim \alpha_{s}^{3} \frac{\left(2 m_{c}\right)^{2}}{p_{T}^{6}} v^{4}
$$

Figure 2.5: Generic diagrams for $J / \Psi$ and $\Psi^{\prime}$ production in hadron-hadron collisions through color-singlet and color-octet processes.
of higher order in $\alpha_{s}$ compared to the fusion process in Fig 2.5(a), they are enhanced by a power $p_{T}^{4} /\left(2 m_{c}\right)^{4}$ at large $p_{T}$ and can, thus, overtake the fusion contribution at $p_{T} \gg 2 m_{c}$. When the color-singlet (Fig. 2.5(b)) and color-octet (Fig. 2.5(c)) fragmentations are included, the $p_{T}$ dependence of theoretical predictions comes to agreement with the measurements at Tevatron [30]. In is now believed that the gluon fragmentation into color-octet ${ }^{3} S_{1}$ charmed quark pairs, shown in Fig. 2.5(c), is the dominant source of $J / \Psi$ and $\Psi^{\prime}$ at large $p_{T}$. At moderate $p_{T}$, i.e. $p_{T} \sim 2 m_{c}$, the importance of the $c \bar{c}\left[\underline{8},{ }^{1} S_{0}\right]$ and $c \bar{c}\left[\underline{8},{ }^{3} P_{J}\right]$ contributions follows from the dominance of t-channel gluon exchange, shown in Fig. 2.5(d), which is forbidden in the leading-order color-singlet cross-section.

In fixed-target interactions the spin and color state that can be produced at order $\alpha_{s}^{2}$ are as follows:

$$
\begin{array}{ll}
g g \rightarrow c \bar{c}[n]: & n={ }^{1} S_{0}^{(1,8)},{ }^{3} P_{0,2}^{(1,8)},{ }^{1} P_{1}^{(8)}, D-\text { waves }, \ldots  \tag{2.30}\\
q \bar{q} \rightarrow c \bar{c}[n]: & n={ }^{3} S_{1}^{(8)}, D-\text { waves }, \ldots
\end{array}
$$

At relatively high energies $\left(4 m_{c}^{2} / s \ll 1\right)$, the production cross-sections are dominated by gluon-gluon fusion. Consequently, the P-wave feed-down incorporated for $J / \Psi$ is entirely color-singlet at the leading order [25]. Consequently, at energies where $q \bar{q}$ annihilation is irrelevant, $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}=\mathcal{O}\left(\frac{\alpha_{s}}{\pi}\right) \sim 0.05$, which is rather small compared to data [11, 12]. However, the addition of relativistic corrections in the velocity expansion that scale as $v^{4}$ makes the $\chi_{c 1}$ production cross-section an order of magnitude larger and $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}} \sim 0.3$ [25], which agrees with the measurements in $p A$ collisions [11, 12]. Thus, color-octet contributions are important components for a consistent description of the charmonium production in fixed-target experiments.

### 2.6 Nuclear effects

The target nucleon in HERA-B is part of a nucleus. Consequently, one must consider modifications to the bare nucleon-nucleon cross-section. The dependence of particle production on the atomic mass number A is conventionally parameterized by a power law [31]:

$$
\begin{equation*}
\sigma_{p A}=\sigma_{p N} A^{\alpha} \tag{2.31}
\end{equation*}
$$

where $\sigma_{p A}$ and $\sigma_{p N}$ are the particle production cross-sections in proton-nucleus and protonnucleon interactions, respectively. In the absence of nuclear effects, charmonium production is expected to follow a linear dependence with larger $A$. However, measurements of the total cross-section of $J / \Psi$ performed at various combinations of projectile and target, which are summarized in [31], show a small nuclear suppression. The experimental values of $\alpha$ vary in the range $0.85-0.96$. In addition, the data show that the shape of the differential cross-sections depends on $A$. The differential distributions usually are parameterized in terms of $x_{F}$ and $p_{T}$. The average $p_{T}$ of a charmonium state increases with the atomic number of target material, which is usually called $p_{T}$ broadening, whereas the average $x_{F}$ shifts to smaller values with A.

These observations of nuclear dependence of charmonium production can be explained by a variety of processes, which may affect initial and final stages of the production process. It makes sense to distinguish between initial state effects, which influence the creation of the heavy quark pair,

- nuclear shadowing,
- initial state energy loss,
- intrinsic charm
and final state effects, which affect the evolution of the $c \bar{c}$ quark pair into a bound state,
- nuclear absorption,
- absorption by co-moving secondaries
- final state energy loss.

When the incoming partons carry small fraction of the incoming proton momentum, shadowing of the sea quarks and gluons in the nucleus may lead to a change in the initial parton densities. This effect becomes more important with increasing beam energies, where smaller momentum fractions are probed. Elastic initial-state scattering of the partons in the projectile as they break through the target can influence $x_{F}$ and $p_{T}$ distribution of the charmonium state. A $c \bar{c}$ component in the projectile wave function could imply a different nuclear dependence for this component with respect to the normal production processes at large $x_{F}$.

Once a $c \bar{c}$ pair is produced, it may be absorbed by the nucleons in the target and/or interact with secondary particles produced in the collision and co-moving with the pair. There is a connection between final state effects and the charmonium production model, since colored states are expected to have a different nuclear absorption cross-section than singlet states [31, 32].

The interest in nuclear effects in charmonium production comes mainly from their importance as a probe of deconfinement in heavy ion collisions [3]. It is assumed that in the nuclear environment the main source of $c \bar{c}$ dissociation are soft gluons. In a deconfined medium the average momentum of such gluons is a few times higher than in normal confined matter. Consequently, one expects a sharp increase of nuclear suppression of $\Psi$ production if a deconfined medium is created. Such an effect has recently been reported by the NA50 Collaboration [33]. Since extra-ordinary claims require extra-ordinary evidence, a full understanding of the normal charmonium production mechanisms in nucleus-nucleus collisions is essential, before any conclusions on the existence of a deconfined medium can be made.

### 2.7 Experimental tests

As already mentioned, the CSM prediction calculated at lowest order in $\alpha_{s}$ fails when confronted with experimental data, as measured in $p \bar{p}[30,34]$ and $p A[11,12]$ collisions. When the color-singlet fragmentation is included, the discrepancy decreases by more than an order of magnitude, but it still falls significantly below the experimental points. experimental results $[9,25]$ (see also Fig. 2.4). On the other hand, color-octet mechanisms have to be included in a theoretically consistent description of $\chi_{c}$ production. While the disagreement between the CSM predictions and experimental results [34] is less dramatic than in the case of $S$-wave states of charmonium, the inclusion of the ${ }^{3} S_{1}$ color-octet process (2.29) significantly improves the theoretical predictions (Fig 2.6).

Charmonium production was also investigated in $e^{+} e^{-} \rightarrow J / \Psi X$. The data obtained at LEP [35] favor the NRQCD predictions over those of the CSM. The $J / \Psi$ total crosssections measured in $e^{+} e^{-} \rightarrow J / \Psi X$ at BaBar [36] and Belle [53] also seem to favor NRQCD although being incompatible with each other. The measurement done by Belle collaboration [37] showed that most of the produced $J / \Psi$ 's are accompanied by an additional $c \bar{c}$ pair: $\frac{\sigma\left(e^{+} e^{-} \rightarrow J / \Psi c \bar{c}\right)}{\sigma\left(e^{+} e^{-} \rightarrow J / \Psi X\right)} \approx 0.59$, while predictions based on perturbative QCD together with CSM estimate this ratio to be about 0.1 [38].

The NRQCD predictions deviate from photoproduction data [39] near large photonmomentum fractions, owing to the large color-octet contribution at the leading order of the calculations. The CSM calculations performed at the NLO level agree with the data over all momentum fractions, as well as with the data as a function of $p_{T}$. In the case of deep-inelastic scattering [40], the $Q^{2}$ and $p_{T}$ dependencies are in agreement with NRQCD, but the results are more ambiguous for the dependence on the longitudinal momentum fraction. However, in the last two cases the measurements are sensitive to the intrinsic transverse momentum of the partons, which impairs the test of NRQCD predictions.

Being very encouraging, the existing results do not provide a conclusive test of NRQCD factorization. A good fit to the Tevatron and fixed-target data can be done by CEM, which like NRQCD allows color-octet production of $c \bar{c}$ pair.

The theoretical situation is, thus, far from being clear and demands more experimental


Figure 2.6: Experimental data of $\chi_{c}$ production measured at CDF [34]. The lines show the theoretical predictions based on color-octet and/or color-singlet mechanisms [9]. The plot is taken from reference [9].


Figure 2.7: Polar angle asymmetry $\alpha$ for prompt $J / \Psi$ production in $p \bar{b} \rightarrow$ $J / \Psi\left(\rightarrow \mu^{+} \mu^{-}\right)+X$ at Tevatron as a function of $p_{T}$. The experimental points are taken from [41] and theoretical predictions from [46].
tests, which can be performed by studying

- polarization of charmonium states;
- nuclear suppression;
- relative cross-section of different states.

The polarization signature of $J / \Psi$ and $\Psi^{\prime}$ production at large transverse momentum can be one of the most crucial tests of the NRQCD approach. The NRQCD approach incorporates the spin symmetry of QCD in the heavy quark limit, which implies transverse polarization of $J / \Psi$ and $\Psi^{\prime}$ at large $p_{T}[9]$. In contrast, the CEM assumes unsuppressed gluon emission from $c \bar{c}$ pair during hadronization, which randomizes spin and color, and, consequently, predicts unpolarized charmonium.

CDF measurements [41] do not support the distinctive NRQCD prediction transverse polarization of $J / \Psi$ (see Fig 2.7). The results from fixed-target experiments performed with incident pions [42, 43, 44, 45] and protons also do not show large effects. However, the polarization effect at fixed-target energies is not expected to be strong neither. For pion beams polarization is compatible with zero for both $J / \Psi$ and $\Psi^{\prime}$. Two measurements were done with incident protons: by E771 [47] and E866 [48] collaborations. The result from E771 shows a $J / \Psi$ polarization compatible with zero. The E866 measurement comprises a much larger statistic but only for $x_{F} \in[0.2 ; 0.8]$ and with insufficient momentum resolution to separate $J / \Psi$ and $\Psi^{\prime}$. E866 measured $\lambda>0$ for $x_{F} \in[0.2 ; 0.6]$ and $\lambda<0$ for $x_{F}$ in the range $[0.6 ; 0.8]$ (parameter $\lambda$ is defined in (2.19)).

The $J / \Psi$ polarization has been studied at BaBar [36] also. The measurements show no evidence of the transverse polarization, as a result of color-octet production mechanism. However it could be explained by the fact that the center-of-mass momentum is rather small and the polarization is not expected to be large in general.

The available experimental results indicate that either the present uncertainties in the determination of matrix elements, higher order QCD effects, feed-down from higher states could be crucial to describe the spin-dependence of charmonium cross-section or the predictions based on the NRQCD approach might not be able to accommodate the observed


Figure 2.8: Experimental results on $R_{\chi_{c}}[49,50,51]$ (a) and $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}[11,12,52]$ (b), obtained in $p p, p \bar{p}, \pi A$ and $p A$ collisions.
results on charmonium polarization. On the other hand, the uncertainties assigned to both NRQCD predictions and experimental results are still too large to provide a clear proof or disproof of the NRQCD prediction.

Under such circumstances the experimental study of the relative production of $\chi_{c}$ charmonium states looks very attractive. Many uncertainties should cancel out in ratios of the cross-sections and, thus, increase the precision of the test. Moreover, the measurement of the fraction of $J / \Psi$ produced via $\chi_{c}$ decays, $R_{\chi_{c}}$ is itself of great interest as far as many distinctive predictions for $J / \Psi$, like polarization and A-dependence are dependent on uncertainties related to the feed-down from $\chi_{c}$ states. Therefore, the measurement of $\chi_{c}$ production in proton-nucleus collisions can bring a considerable improvement in the understanding of the production mechanism.

### 2.8 Existing measurement of $R_{\chi_{c}}$ and $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$

Table 2.6 presents a summary of the previous experimental results on $R_{\chi_{c}}$ and $\sigma_{\chi_{c 2}} / \sigma_{\chi_{c 1}}$. The ratio $R_{\chi_{c}}$ is defined as

$$
R_{\chi_{c}}=\frac{\sum_{i=1,2} \sigma_{\chi_{c i}} B r\left(\chi_{c i} \rightarrow \gamma J / \Psi\right)}{\sigma(J / \Psi)}
$$

where $\sigma_{\chi_{c i}}$ and $\sigma(J / \Psi)$ are the total production cross-sections for $\chi_{c i}$ and $J / \Psi$, respectively, including the feed-down from higher states; $\operatorname{Br}\left(\chi_{c i} \rightarrow \gamma J / \Psi\right)$ is the branching ratio of the $\chi_{c i}$ radiative decay to $J / \Psi$. The prediction based on CSM and NRQCD as-

Table 2.6: Experimental results on $R_{\chi_{c}}[49,50,51,53,54]$ and $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}[11,12,52]$ obtained in experiments reffered in $p p, p \bar{p}, \pi A, p A, e^{+} e^{-}$and $\gamma A$ collisions.

| Experiment | Interaction | $\sqrt{s}, \mathrm{GeV}$ | $R_{\chi_{c}}$ | $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ |
| :---: | :---: | :---: | :---: | :---: |
| proton-nucleus collisions |  |  |  |  |
| E610 | $p B e$ | 19.4, 21.7 | $0.47 \pm 0.23$ | $0.24 \pm 0.28$ |
| E705 | $p L i$ | 23.8 | $0.30 \pm 0.04$ | $0.08_{-0.15}^{+0.25}$ |
| E771 | $p S i$ | 38.8 | $0.74 \pm 0.17$ | $0.53 \pm 0.21$ |
| HERA-B | $p C, T i$ | 41.6 | $0.32 \pm 0.10$ | - |
| $p p$ and $p \bar{p}$ collisions |  |  |  |  |
| R702 | $p p$ | 52, 63 | $0.155_{0.15}^{+0.10}$ | - |
| ISR | $p p$ | 62 | $0.47 \pm 0.08$ | - |
| CDF | $p \bar{p}$ | 1800 | $0.297 \pm 0.059$ | $1.04 \pm 0.31 *$ |
| $\pi p$ and $\pi A$ collisions |  |  |  |  |
| IHEP140 | $\pi^{-} p$ | 8.5 | $0.44 \pm 0.16$ | - |
| WA11 | $\pi^{-} \mathrm{Be}$ | 16.8, 18.7 | $0.30 \pm 0.05$ | $0.69 \pm 0.24$ |
| E610 | $\pi^{-} \mathrm{Be}$ | 18.9 | $0.31 \pm 0.10$ | $0.96 \pm 0.64$ |
| E673 | $\pi^{-} H_{2}, B e$ | 20.2 | $0.70 \pm 0.28$ | - |
| E369 | $\pi^{-} \mathrm{Be}$ | 20.6 | $0.37 \pm 0.09$ | $1.11 \pm 0.49$ * |
| E705 | $\pi^{-}$Li | 23.8 | $0.37 \pm 0.03$ | $0.52_{-0.27}^{+0.57} * *$ |
| E705 | $\pi^{+}$Li | 23.8 | $0.40 \pm 0.04$ |  |
| E672/706 | $\pi^{-} \mathrm{Be}$ | 31.1 | $0.443 \pm 0.054$ | $0.57 \pm 0.19$ |
| $e^{+} e^{-}$and $\gamma A$ collisions |  |  |  |  |
| Belle | $e^{+} e^{-}$ | 10.6 | $<0.18$ | - |
| NA14 | $\gamma L i$ | 13.0 | < 0.08 | - |

sume that the values of $R_{\chi_{c}}$ and $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ depend on the c.m.s. energy in the collision ${ }^{5}$. CEM predicts flat dependency on $\sqrt{s}$, however the absolute values of the ratios are not specified. Moreover, according to the CEM predictions, there should be no difference for the results obtained with proton and pion beams. Results obtained with incident pion beam seem to support the ascending of $R_{\chi_{c}}$ with the c.m.s. energy in the interaction (Fig. 2.8(a)). However, at the present level of experimental uncertainties CEM cannot be excluded. The few experimental points obtained in $p p$ and $p A$ collisions are not enough to draw any conclusion. NRQCD prediction for $R_{\chi_{c}}\left(\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}\right)$ is about 0.3 (0.3), while the calculation based on CSM gives a value of about $0.7(0.08)$, for $p N$ data [6]. CSM clearly overestimates the ratios. The observed discrepancies in absolute scale between the data and NRQCD prediction can be related to the uncertainty in the estimated value of long-

[^4]distance matrix elements. $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ ratio, on the other hand, should not depend on this uncertainty. They simply cancel in the cross-section ratio. Therefore, the measurement of $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ gives a better test of the prediction based on NRQCD. The experimental results obtained in interactions of pions and protons with nuclei are presented in Fig. 2.8(b). As in case of $R_{\chi_{c}}$, experimental data do not exclude CEM, yet.

## Chapter 3

## The HERA-B Experiment

HERA-B is a fixed-target experiment operating at the HERA-ep storage ring at DESY. Charmonium and other heavy flavor states are produced in inelastic collisions by inserting wire targets into the halo of the 920 GeV proton beam circulating in HERA. The pN ( N $=\mathrm{p}, \mathrm{n})$ c.m.s. energy is $\sqrt{s}=41.6 \mathrm{GeV}$. The detector is a magnetic spectrometer emphasizing vertexing, tracking and particle identification, with a dedicated $J / \Psi$-trigger. The components of the HERA-B detector used for this analysis include a Silicon Strip Vertex Detector, honeycomb drift chambers and micro-strip gaseous chambers of the Tracking System, a large acceptance Magnet, a finely segmented "shashlik" Electromagnetic Calorimeter, and a Muon System consisting of wire chambers interleaved with iron shielding which detects muons with momenta larger than $5 \mathrm{GeV} / \mathrm{c}$. The HERA-B detector allows an efficient reconstruction of particles with momenta larger than $1 \mathrm{GeV} / \mathrm{c}$, including $\gamma$ 's and $\pi^{0}$ 's, within the acceptance. Two views (top and side) of the apparatus are shown in Fig. 3.1. The HERA-B coordinate system takes its origin at the target. The $z$-axis is directed along the proton beam, the $y$-axis points upward while the direction of the $x$-axis extends towards the center of the HERA ring. The HERA-B magnet provides a magnetic field integral of $2.2 T \cdot m$. The main bending component of the inhomogeneous magnetic field is directed along the $y$ axis. Accordingly, the coordinate planes of the detector coordinate system, $z x$ and $z y$, are called bending and non-bending planes, respectively. In the following, we describe the main components relevant to the present analysis. A detailed description of the apparatus is given elsewhere [55].

### 3.1 Proton beam and HERA-B target system

Protons in the HERA-p beam are arranged in bunches separated by 96 ns . In total, there are 220 bunches. Only 180 of these are filled.

A group of 10 consecutive bunches form a train. The trains are arranged in three groups of six elements. One group corresponds to one PETRA fill (Fig. 3.2). The bunches are separated by one empty bunch within each group. The groups are spaced by 5 empty bunches. The last two bunches of each group are called pilot bunches. They are less populated and barely contribute to the rate. The last 15 bunches are left empty to


Figure 3.1: The HERA-B spectrometer
permit a safe beam dump.

Table 3.1: HERA-B target set-up during data taking in 2002-2003. Here Al, C, W, Re, Ti and $P d$ denote aluminum, carbon, tungsten, rhenium, titanium and palladium, respectively.

| target | usage | material | shape |
| :---: | :---: | :---: | :---: |
| above1 |  | Al | ribbon, $50 \mu m \times 500 \mu m$ |
| below1 | yes | C | ribbon, $100 \mu m \times 500 \mu m$ |
| inner1 ${ }^{\text {a }}$ | yes | W / W+Re | round, $50 \mu \mathrm{~m}$ diameter |
| outer1 |  | Ti | round, $50 \mu \mathrm{~m}$ diameter round, $100 \mu \mathrm{~m}$ diameter |
| above2 |  | Pd | round, $50 \mu \mathrm{~m}$ diameter |
| below2 ${ }^{\text {b }}$ | yes | Ti / W+Re | round, $50 \mu m$ diameter round, $50 \mu \mathrm{~m}$ diameter |
| inner2 | yes | C | ribbon, $100 \mu m \times 500 \mu m$ |
| outer2 ${ }^{\text {c }}$ | yes | C / W | ribbon, $100 \mu m \times 500 \mu m /$ <br> ribbon, $50 \mu m \times 500 \mu m$ |

[^5]The HERA-B target station houses 8 target wires which can be moved independently into the beam halo (Fig. 3.3). Their positions are steered such that the proton interaction rates are equalized for the targets in use [56]. The individual contribution of each wire is monitored with the help of charge integrators. The interaction rate is measured by a set of scintillator hodoscopes located behind the Ring Imaging Cherenkov Detector.

The analysis presented here is based on data collected at the end of 2002 and beginning of 2003. The analyzed data were taken with different wire materials (mainly Carbon (C) and Tungsten (W) ) in single or double wire running mode. The proton-nucleus interaction rate was approximately 5 MHz . Table 3.1 summarizes the target set-up during the data taking.

### 3.2 Vertex Detector System

The Vertex Detector System (VDS) of the HERA-B experiment is a forward micro-vertex detector integrated into the HERA proton storage ring. It provides high resolution tracking near the interaction point, which is necessary for precision measurement of vertices and impact parameters of particles.

The VDS comprises eight super-layers (SLs) of four quadrants (Fig. 3.4) arranged perpendicular to the beam axis. The quadrants of each super-layer are equipped with two double-sided silicon micro-strip detectors ( 64 in total) that provide four stereo views of $\pm 2.5^{\circ}$ and $90^{\circ} \pm 2.5^{\circ}$. The first seven super-layers are realized as a Roman pot system 5 pots per quadrant. Together with the target wire stations, they are placed in a 2.6 m


Figure 3.2: HERA and HERA-p bunch structure: (a) The layout of HERA-ep storage ring, its pre-accelerators and experiments which used the facility. (b) Schematic view of the HERA-p bunch structure. Each filled rectangle corresponds to a train. Light filled strips at the end of each of three groups are the 6 pilot bunches.


Figure 3.3: Schematic view of the target configuration during the 2002-2003 data taking period
long stainless steel ultra-high vacuum (UHV) vessel at $10^{-6} \mathrm{mbar}$ pressure. The detector modules are mounted at the end of the pots and separated from the vacuum of the beam pipe by $150 \mu m$ thick aluminum caps. The pots are movable in radial and lateral directions, which allows insertion and retraction in and out of the irradiated region. The nominal radial distance of the detectors to the beam is 10 mm . The $8^{\text {th }}$ super-layer is mounted stationary behind the 3 mm thick aluminum exit window of the UHV vessel, $2 m$ downstream the target. The system covers an angular range from 10 to 250 mrad .

The double-sided silicon strip sensors are made of $280 \mu m$ thick n-type material. The n -side strips are insulated with $p^{+}$blocking implants or by a moderated p-spray layer. The active area of the sensors is $50 \times 70 \mathrm{~mm}^{2}$. The p- and n-sides have 1024 and 1280 readout strips, respectively, at a pitch of $50 \mu \mathrm{~m}$.

The performance of the detector during the operation in 2002-2003 was close to design expectations, with a hit efficiency above $95 \%$ and spatial resolutions of order $50 \mu \mathrm{~m}$ and $500 \mu \mathrm{~m}$ in transverse and longitudinal directions respectively [57]. A detailed description of the system can be found elsewhere [55, 58]

### 3.3 HERA-B Main Tracking System

The Tracking System, which provides with the spatial position of particles crossing the detector along 10 meters, comprises 7 super-layers. The system covers a polar angular range from 10 mrad up to 220 mrad ( $z x$ plane) and up to 160 mrad ( $z y$ plane).

Technologically, the tracking system is divided in two different parts, the Inner Tracker (ITR) and the Outer Tracker (OTR), which are described in the following subsections.

According to the functional purposes, the tracking system is stretched along the proton beam to provide the necessary information for tracking, momentum measurement and triggering:

- Superlayers, MS1 and MC1, belonging to Inner and Outer Tracker, respectively, are placed in the magnet entrance.
- The core of the tracking system is made of four superlayers MS10-13 of the ITR and


Figure 3.4: The Vertex Detector System.
four pattern recognition chambers PC1-4 of the OTR located between the magnet region and the Ring Imaging Cherenkov Detector (RICH).

- The two super-layers placed between the RICH and the Electromagnetic Calorimeter (ECAL) are supposed to provide with seeds to the candidates for the Trigger System and are named trigger chambers (TC1 and TC2) in case of the Outer Tracker and MS14,MS15 in case of the Inner Tracker.

Originally, additional super-layers, 3 for Inner Tracker (MS3,MS5,MS6) and 7 for Outer Tracker (MC2-MC8), were placed in the first half of the magnet. They were designed to perform tracking to VDS and for high efficiency reconstruction of $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$ decay. The aim was to enhance the detection efficiency of $B^{0} \rightarrow J / \Psi K_{s}^{0}$ decay, a mode HERA-B was originally designed for. However, during the 2001 shut-down they were removed in order to reduce the background for the trigger and, thus, better accomplish the new physical goals, mainly charmonium studies.

Another device, the High-Pt tracking system, was designed for fast tracking inside the magnet in order to identify hadrons with high transverse momentum at trigger level. Since this detector was not included in the common Data Acquisition system during the 2002-2003 running period, it is not discussed here.

The performance of the tracking system is evaluated upon two most important parameters of a tracking detector, which are the spatial resolution and the efficiency. The efficiency of the detector is the probability that a traversing particle is observed. The resolution determines how accurately the trajectory of the particle can be reconstructed and, therefore, the momentum resolution of the spectrometer can be determined.

### 3.3.1 Inner Tracker

To cope with high particle fluxes, the Inner Tracker (ITR), the region in radial distance from 5 cm up to $25-30 \mathrm{~cm}$ relative to the proton beam pipe, is instrumented with micro-strip gaseous chambers (MSGC).

The sensitive area of ITR $\left(7.2 \mathrm{~m}^{2}\right)$ corresponds to 135,000 channels. The original design presented massive sparking in the electrodes under hadron irradiation and thus the $25 \times 25 \mathrm{~cm}^{2}$ MSGC was complemented with a gas-electron-multiplier (GEM) that allowed to reduce the cathode voltage while keeping the total multiplication factor.

The MSGC-GEM (Fig. 3.5) readout pitch is chosen to allow a spatial resolution of order $100 \mu \mathrm{~m}$ in the $z x$ plane and to keep the strip occupancy below $5 \%$ level. There are two gas amplification steps. The first one, with gain factor of $15-100$, takes place at the GEM foil and the second one, with the gain factor of $200-1000$, at the MSGC wafer. The chambers are operated with a gas mixture of $\mathrm{Ar} / \mathrm{CO}_{2}$ with the proportion 70/30 \% . The front-end readout is carried, similarly to VDS, by the HELIX128 chip [59].

During the 2002-2003 data taking period, the average hit efficiency was $80-90 \%$ [60]. The presence of large fraction of dead channels and low efficiency of ITR stations made the system not suitable to be integrated in the trigger chain. Therefore, ITR played only a secondary role as tracking system.


Figure 3.5: Schematic view of GEM MSGC used for ITR.

### 3.3.2 Outer Tracker

The Outer Tracker (OTR) provides coverage starting from about 25 cm from the beam pipe up to the whole aperture of the spectrometer, with the superlayers size from $0.6 \times$ $0.9 m^{2}$ at the magnet entrance up to $6.5 \times 4.6 m^{2}$ for the superlayer located in front of the Electromagnetic Calorimeter. Each super-layer is divided into two stations, the $+x$ and $-x$ halves, in order to allow lateral movement without interfering with proton and positron beam pipes traversing the detector at a distance of about 50 cm from each other (Fig. 3.6).

Modules of PC1-PC4, TC1-TC2
(upper right quadrant deleted)


Figure 3.6: 3D view of OTR superlayers [61].


Figure 3.7: Honeycomb modules for the Outer Tracker.


Figure 3.8: Schematic view of superlayer sector structure in $x y$ plane [61].
The superlayers comprise measuring layers oriented at $0^{\circ}$ and $\pm 5^{\circ}$ with respect to the vertical direction. This allows measurements of tracks in tree different projections. That arrangement provides both the offline reconstruction and the trigger with measured space points. The layers are assembled from standard width modules of varying length. Modules consist of honeycomb drift tubes of up to 4.5 m length and are mounted inside a gas tight frame with the wires in the vertical direction. The construction and schematic view of the modules are presented in Fig. 3.7. A polycarbonate $75 \mu \mathrm{~m}$ thick foil is folded such that if staggered, it encloses hexagonal tubes. The foil has the required bulk conductivity to transport the ion current and is covered with a thin layer of copper and gold to provide sufficient surface conductivity. A gold-plated sense wire with diameter of $25 \mu m$ is positioned in the center of the tube and soldered onto non-conducting brominefree FR4 strips glued across the cathode foils. Either two or four layers of tubes are
combined into single and double layer modules respectively. The four superlayers behind the magnet ( $\mathrm{PC} 1, \mathrm{PC} 4, \mathrm{TC} 1, \mathrm{TC} 2$ ), used for triggering (Fig. 3.6), are realized as double layers (Fig. 3.7). This is done in order to ensure high trigger efficiency.

Each superlayer is logically segmented into 12 sectors of varying dimensions (Fig. 3.8), e.g smaller active areas near the beam pipe and larger active areas away from the beam. Depending on a sector, a wire pitch of cells is either 5 mm or 10 mm . The maximal size of the tube diameter is limited by the requirement that the drift time must be shorter than the period of bunch crossing, which is 96 ns . The minimal size is restricted by costs requirements.

In total, OTR comprises about 60,000 honeycomb drift tubes operating with $\mathrm{Ar} / \mathrm{CF}_{4} / \mathrm{CO}_{2}$ gas mixture. The selected gas mixture in a volume ratio $\mathrm{Ar}: C F_{4}: C O_{2}=60: 35: 5$ is a relatively safe combination with respect to large drift velocity and large ionization density requirements as well as minimal aging effects.

During the 2002-2003 runs the OTR hit efficiency was at the level of $95 \%$ and $98 \%$ for 5 mm and 10 mm tubes, respectively. The track reconstruction efficieny was of order $97 \%$. The resolution provided by the system was $370-400 \mu m$ for the $x$-coordinate. [62].

### 3.4 The Electromagnetic Calorimeter

The main purpose of the Electromagnetic Calorimeter (ECAL) is to perform $e^{ \pm}$, and $\gamma$ detection and measurement, and to provide candidates to the First Level Trigger.

ECAL, placed at 13.5 m downstream the interaction region, is realized as a sampling calorimeter of "shashlik"-type modules. The size of quadratic module cells scales with the radial distance from the beam pipe in order to fit the particle flux gradient. This leads to the division of ECAL into inner, middle and outer radial parts with descending granularity (Fig. 3.9). The granularity is chosen in the way that electromagnetic shower develops in a $3 \times 3$ matrix of readout cells. The main parameters of ECAL are summarized in Table 3.2 [63] .

Table 3.2: Parameters of the HERA-B electromagnetic calorimeter.

|  | Inner part | Middle part | Outer part |
| :---: | :---: | :---: | :---: |
| outer size | $156 \mathrm{~cm} \times 89 \mathrm{~cm}$ | $446 \mathrm{~cm} \times 245 \mathrm{~cm}$ | $624 \mathrm{~cm} \times 468 \mathrm{~cm}$ |
| channels | 2100 | 2128 | 1728 |
| cell per module | $5 \times 5$ | $2 \times 2$ | 1 |
| absorber | W | Pb | Pb |
| volume ratio | $\frac{W}{\text { Scintillator }}=\frac{2}{1}$ | $\frac{P b}{\text { Scintillator }}=\frac{3}{6}$ | $\frac{P b}{\text { Scintillator }}=\frac{3}{6}$ |
| Moliere radius | 1.42 cm | 4.15 cm | 4.15 cm |
| cell size | $2.24 \mathrm{~cm} \times 2.24 \mathrm{~cm}$ | $5.59 \mathrm{~cm} \times 5.59 \mathrm{~cm}$ | $11.18 \mathrm{~cm} \times 11.18 \mathrm{~cm}$ |
| depth | $13 \mathrm{~cm}\left(23 X_{0}\right)$ | $34 \mathrm{~cm}\left(20 X_{0}\right)$ | $34 \mathrm{~cm}\left(20 X_{0}\right)$ |

A photon or an electron with energy $E$ deposits an energy $E^{\prime}$ in the calorimeter towers. The released energy produces a scintillation light $L$ that is transformed into an electrical


Figure 3.9: The Electromagnetic Calorimeter: (a) Schematic view of a module from the inner part of ECAL. (b) Isometric view of the calorimeter; the inner, middle and outer parts are separated by the bold plotted lines; the numbers are given in mm .
current $\mathcal{I}$ by the Photo-Multiplier readout Tubes (PMT). In front of each ECAL cell a Light Emitting Diode (LED) is placed that, properly pulsed, injects a fixed amount of light in the optical fibers of a readout cell and allows to test the readout cell stability of response with time. The electrical signal produced in PMTs travels through 40 m long coaxial cables and is fed into the input channel of the readout board. The initial energy is proportional to the charge $Q$ of the electrical signal. The electrical current is converted to a digital information by a 12 -bit ADC sampling at the HERA-B clock frequency. An absolute energy value is obtained from the converted signal by means of look up tables (LUT). All the factors that relate ADC output and the initial particle energy are absorbed in the calibration constant $C$. In addition, there is a shift to the given ADC output number, called pedestal, which is constant for the particular channel and varies from channel to channel. In the ideal case the pedestal distribution for the given channel follows the normal distribution with the width of 2-3 ADC channels, so that the value of pedestal is taken as the mean value of the corresponding Gaussian. The presence of noise correlation between electronic channels leads to uncompensated pedestal shifts, which, in turn, result in inaccuracies in energy determination. That fact should be taken into account in the analysis.

The estimation of the calibration constants C is based on the information provided by ECAL itself. It uses $\pi^{0} \rightarrow \gamma \gamma$ signal, reconstructed in two-cluster invariant mass distribution

$$
\begin{equation*}
M_{\gamma_{1} \gamma_{2}}=\sqrt{2 E_{\gamma_{1}} E_{\gamma_{2}}\left(1-\cos \theta_{12}\right)} \tag{3.1}
\end{equation*}
$$

where $E_{\gamma_{1}}$ and $E_{\gamma_{2}}$ are the measured energies of the photons and $\theta_{12}$ is the decay opening angle. When the cells are not well calibrated the $M_{\gamma_{1} \gamma_{2}}$ is shifted with respect to the nominal mass of $\pi^{0}$ :

$$
\begin{align*}
M_{\pi^{0}} & =\sqrt{2 C_{1} E_{\gamma_{1}} C_{2} E_{\gamma_{2}}\left(1-\cos \theta_{12}\right)}  \tag{3.2}\\
& =\sqrt{C_{1} C_{2}} M_{\gamma_{1} \gamma_{2}}
\end{align*}
$$

The calibration factors are obtained forcing the peak to the $\pi^{0}$ nominal value. The procedure can be iterated until the calibration factors converge to unity [64]. By means of these techniques it is possible to calibrate all the channels in the ECAL up to $2 \%$ precision in the areas where a reasonable statistics is available and the background is tolerable. The calibration has proved to be stable with time by monitoring the $\pi^{0}$ and $\eta$ reconstructed mass values.

Another way to calibrate the ECAL is to use the information from electrons originating from gamma conversions, e.g. to compare the cluster energy and position of the electrons in ECAL and the momenta measured in the tracking system. However, this method depends on the alignment of the detector. Such a fit leads to the energy and spatial resolutions presented in Table 3.3 for the middle part of the calorimeter.

Table 3.3: ECAL performance [65]. The spatial resolution in $z y$ coordinate plane is expected to be much better then that in $z x$ plane, as electrons follow in $z y$

| $\delta E / E$ | $\frac{9.8 \%}{\sqrt{E}} \oplus 6.4 \oplus 0.0045 \cdot P$ |
| :--- | :--- |
| $\delta_{x}$ | $\frac{1.10}{\sqrt{P}} \oplus 0.43$ | plane essentially linear trajectories.

### 3.5 The Muon Detector

The HERA-B muon system is located in the region from 15 to 20 m downstream the interaction point with angular coverage from 9 mrad near the beam pipe up to 160 mrad in bending and 250 mrad in non-bending directions. The system consists of about 500 chambers with 30,000 readout channels. It is based on three different types of proportional chambers: tube, pad and pixel. It is segmented into four super-layers interleaved with iron-loaded concrete and steel shielding after the third and fourth super-layers (Fig. 3.10). The first two super-layers have three layers of tube chambers with $0^{\circ}$ and $\pm 20^{\circ}$ stereo angles. The 3d and 4th super-layers consist of one zero angle layer with pad chambers. Each of the super-layers is equipped with pixel chambers in the central region.


Figure 3.10: Schematic view of the MUON system: superlayers interleaved with absorbers.

The basic sensitive element of the tube chamber is a drift cell of size $14 \times 12 \mathrm{~mm}^{2}$ with a $45-\mu m$-diameter gold-plated tungsten wire. A typical chamber length is approximately 3 m .

The pixel detector placed at the innermost part of the system comprises a single layer of multi-wire proportional chamber. The cell of the pixel chamber has a quadratic form of size $9 \times 9 \mathrm{~mm}^{2}$. It is formed from one $25 \mu \mathrm{~m}$ thick gold-plated tungsten signal wire and four $500 \mu \mathrm{~m}$ thick potential wires made of copper. The length of the potential wires, which are oriented along the beam, is about 30 mm [66].

In order to decrease the number of readout channels and to optimize the spatial resolution, four signal wires are connected to one readout channel. For the first two super-layers, $2 \times 2$ readout channels are implemented. For the last two super-layers, 1 horizontal signal wire and 4 vertical signal wires are connected into one channel.

All types of chambers operate with fast $\mathrm{Ar} / \mathrm{CF}_{4}$-based gas mixtures. The readout is based on the ASD-08 amplifier shaper discriminator chip [66]. The track efficiency of the
system was of order $77-84 \%$ during the 2002-2003 data taking period [67], which is somewhat below the design specifications.

### 3.6 Ring Imaging Cherenkov Counter

The Ring Imaging Cerenkov Counter (RICH) was designed to identify charged particles over a wide range of momenta and in particular to distinguish kaons, pions and protons. RICH is placed about 8.5 m downstream the interaction point and consists of:

- a radiator, where Cerenkov photons are produced by passing charged particles,
- a mirror which projects Cerenkov photons to form rings on the focal surface,
- a wire chamber as a position sensitive photon detector, that fits the focal surface and is capable of detecting photons with high efficiency and good resolution in two dimensions,
- a wire chamber read-out system.

The radiator gas, $C_{4} F_{10}$, is contained in a vessel made of stainless steel plates and equipped with 1 mm thick particle entrance and exit windows. The Cerenkov light exits the vessel trough 2 mm thick UV grade (fused quartz) Plexiglas windows, which serve also as entrance windows for the photon detectors. The choice of that particular radiator was dictated by requirement of low dispersion and low Cerenkov threshold, which is $2.7 \mathrm{GeV} / \mathrm{c}$ and $9.6 \mathrm{GeV} / \mathrm{c}$ for $\pi$ 's and $K$ 's, respectively, for a mean value of the refractive index ( $n=1.00137$ [68]). The Cerenkov angle corresponding to $\beta=1$ particles amounts to $52.4 \mathrm{mrad}[68]$. The 2.5 m length of the gas radiator is enough to achieve detection of sufficient number of Cerenkov photons, of order 35 per ring.

The main imaging device is a spherical mirror placed inside the radiator vessel with the center of the sphere near the target and radius of curvature of 11.4 m . The mirror, a $6 \times 4 m$ rectangular cutout from the sphere, consists of 80 full or partial hexagons made from 7 mm thick Pyrex glass and coated with 200 nm of aluminum and 30 nm of $\mathrm{MgF} \mathrm{F}_{2}$ (See Fig 3.11). In order to place the focal surface outside the particle flux $( \pm 160 \mathrm{mrad}$ in non-bending $z y$ plane), the mirror is split horizontally and both halves are tilted by $9^{\circ}$ away from the beam-line. A set of two planar mirrors, made of float glass and composed of 18 rectangular elements each, translates the focal surface to the photon detector area above and below the radiator vessel (see Fig. 3.11). All 80 spherical and 36 planar mirrors are mounted on a rigid, low mass support structure inside the radiator volume and can be individually adjusted by stepper motors from the outside.

The photon detector consists of Hamamatsu multi-anode photomultiplier tubes (PMTs) [68]. The PMTs have outer dimension of $28 \times 28 \mathrm{~mm}^{2}$ with an active area of $18 \times 18 \mathrm{~mm}^{2}$. The two different versions of PMTs have 16 pads of $4.5 \times 4.5 \mathrm{~mm}^{2}$ each and 4 pads of $9 \times 9 \mathrm{~mm}^{2}$ each. The single photo-electron detection efficiency exceeds $98 \%$.

Cerenkov light emitted by charged particles in the radiator volume is projected by focal and planar mirrors in a ring image on the photomultiplier plane. The detected


Figure 3.11: Ring Image Cherenkov Detector.


Figure 3.12: RICH particle identification. The difference of squares of the measured and the maximal value of Cherenkov angle, $\theta_{c}^{2}-\theta_{0}^{2}$ is plotted as a function of $1 / p^{2}$ to find the particle identity through the association to a particular band which correspond to a stable charged particle. On the plot (from left counterclockwise) bands for protons, kaons, pions and electrons are clearly seen.
rings provide information about the direction and velocity of the particle. The relation between the observed velocity and the momentum measured in the spectrometer is used for particle identification. Fig. 3.12 shows a distribution of the square of Cerenkov angle versus the square of inverse momentum. One can clearly see the bands corresponding to pions, kaons and protons.

The RICH system was operating at its design specifications. It provides a $4 \sigma$ separation for electron-pion in the momentum range $3.4-15 \mathrm{GeV} / \mathrm{c}$, for pion-kaon in the range $12-54 \mathrm{GeV} / c$, and for kaon-proton in the range $23-85 \mathrm{GeV} / \mathrm{c}$.

### 3.7 The Trigger System

The main task of the multilevel trigger system is to find $J / \psi \rightarrow \mu^{+} \mu^{-}$and $J / \psi \rightarrow e^{+} e^{-}$ decays. To minimize the processing time the First Level Trigger (FLT) is designed to consider only a small fraction of the event data. As events pass through the Second Level Trigger (SLT), they are either discarded or increasingly more event data and more processing time are devoted to them. The events accepted by the SLT are sent to the Fourth Level Trigger (4LT) which is a Linux PC farm of 200 CPUs in 100 dual PCs. There events are online reconstructed and classified according to various physics categories.

The guideline of the triggering strategy is as follows:

1. First, muon and electron/positron candidates are identified by pretrigger systems:

- The muon pretrigger identifies muon candidates via coincidence in the last two superlayers of the muon detector.
- The electron pretrigger selects electrons, with transverse energy above 1 GeV , using the cluster energy deposited in ECAL.

2. The pretriggers define the search window for the FLT.
3. If an event is accepted by FLT, the complete event is copied into the Second Level Buffer (SLB), the data storage for the SLT processing.
4. SLT accepted events are sent to the 4LT for full reconstruction.

For the majority of the triggered data taken during 2002-2003 period the FLT required at least one FLT track found and at least two SLT pretrigger candidates originating from the same pretrigger source which was used as a seed to the FLT tracks. The FLT output recorded both the FLT tracks and the pretrigger seeds. The SLT was seeded directly from the pretrigger information.

The main advantage of this scheme compared to the designed requirement of two FLT tracks is the increase in the efficiency [69]. However, the requirement of only one track in the FLT gives much less rejection and, thus, high input rate to SLT. Therefore, the trigger could not run at high interaction rates as the design trigger.


Figure 3.13: Schematic view of the First Level Trigger (FLT).

### 3.7.1 The First Level Trigger

The First Level Trigger (FLT) is designed to trace particles trough the tracking chambers behind the magnet. After track seeding by the pretriggers, the FLT traces the track opposite to its flight direction. The tracking procedure is region of interest (RoI) based, i.e. only a small part of a detector layer is probed by each search iteration (Fig 3.13). The location and size of the RoI are determined by the previous tracking steps. So called Track Finding Units (TFUs) are the central part of the FLT. They decode messages, check for detector hits, extrapolate tracks and send the updated messages off to the following TFUs. With this method a very high data volume is processed at very high rates. It needs to be pointed out that the FLT tracking requires a hit in every trigger tracking layer; an electron, for example, has to be detected by 12 layers of four OTR superlayers.

Once tracks are reconstructed, their kinematical parameters, i.e. momentum, charge and invariant mass of track pairs are determined by the Track Parameter Unit (TPU) and the Trigger Decision Unit (TDU) respectively. In such a way, FLT can apply $p_{T}$ cut on individual tracks and mass cuts on pairs of tracks. The trigger decision is derived and is
distributed by the Fast Control System (FCS), which initiates the transfer of the buffered data from the detector front-end electronics to the second level buffers (SLB).

The FLT was designed under the assumption of very efficient trigger hardware operation, e.g. pretrigger sources and tracking detectors, whose positions are known precisely. However, the design requirement were not completely fulfilled. This lead to lowering of the efficiency. During the running in 2002-2003 the trigger efficiently to find a track from $J / \Psi$ decay was of order $55 \%$ and $80 \%$ for di-muon and di-electron decays, respectively [70].

### 3.7.2 The Second Level Trigger

The Second Level Trigger (SLT) is a software trigger running on a farm of 240 PCs. The SLT algorithm is structured in different steps, see Table 3.4. Only the data needed at a given step and limited to a given RoI are requested from SLB. After each step tracks are rejected if certain condition is not satisfied. If, after track rejection, the trigger requirements cannot be fulfilled, the full event is rejected.

The RoIs in the SLT are defined by the input seeds from the previous trigger levels. Using the concept of RoIs, tracks are refined by following them backward through the tracking chambers behind the magnet. The drift time in the OTR chambers provides the input from a refined track fit based on Kalman filter techniques for track propagation trough the magnetic field. After propagating them, new RoIs, used for searching the tracks in the VDS, are defined. The following step applies a Kalman filter algorithm using the information form VDS. In such a way, ghosts ${ }^{1}$ and tracks not coming from the interaction region are highly suppressed. In general, the SLT improves the track resolution in comparison to the FLT by an order of magnitude.

In addition, SLT requires a pair of tracks to come from the common vertex in order to reject combinations of leptons from different interactions as well as to enhance the $J / \Psi$ candidates from secondary vertices downstream the interaction region. At the same time the invariant mass of the lepton candidates is calculated. This gives the possibility to cut on the invariant mass around $J / \Psi$ mass in order to enhance heavy quark physics. However in the trigger scheme of 2002-2003 run this cut was not applied [71].

During the 2002-2003 running period the trigger efficiency to find a track from $J / \Psi \rightarrow$ $\mu^{+} \mu^{-}$decay was of order $43 \%$ [72].

### 3.8 Data Acquisition System (DAQ) and Offline Processing

The DAQ [73] integrates the higher level trigger systems (SLT and 4LT), the logging and archiving steps and the interconnections between all of them.

[^6]Table 3.4: The individual steps in the SLT algorithm.

Step Filtering task

| 1. Slicer | Removal of so called ghosts by requiring a certain num- <br> ber of hits on an approximately straight line (inside a <br> slice of a RoI). Hits from $0^{\circ}$ layers in the tracking cham- <br> bers located downstream the magnet are used. |
| :--- | :--- |
| 2. RefitX | Hits used in the first step are fitted in $z x$ plane by apply- <br> ing Kalman filter technique and the correspondent track <br> parameters are calculated. The candidates are rejected <br> if the amount of hits is too low or the $\chi^{2}$ of the fit is too <br> poor. <br> Using hits in stereo layers of the tracking chambers <br> downstream the magnet, the track parameters in the <br> $z y$ plane are extracted with the help of a Kalman filter. |
| 3. RefitY | Track propagation to the VDS with a Kalman filter <br> approach. The parameters in the bending and non- <br> bending planes are calculated separately. |
| 5. L2Sili | Two tracks are required to stem from a common vertex <br> within the errors. |

Table 3.5: Input rate, trigger latency and data volume for each level of triggering [73].

| Triggering level | Input Rate | Latency | Data Volume |
| :--- | :--- | :--- | :--- |
| FLT | 10 MHz | $<12 \mu s$ | $5 \mathrm{~TB} / \mathrm{s}$ |
| SLT | 50 kHz | $4 \mu s$ | $250 \mathrm{MB} / \mathrm{s}(25 \mathrm{~GB} / \mathrm{s}$ for SLB $)$ |
| 4 LT | 50 Hz | $4 s$ | $5 \mathrm{MB} / \mathrm{s}$ |

The SLT steps are done in a 240 -node PC farm. The nodes are equipped with an Intel Celeron 1.3 GHz processor, 256 MB RAM and a Fast Ethernet network interface card. No hard disk is present in the nodes. They load at booting time the Linux operating system through the network from a server. This feature extremely eases the maintenance and allows to power cycle the nodes without any previous proper shutdown of the operating system. The PCs are equipped with two custom-made cards: one CAN card for remote power control and hardware monitoring and a special PCI interface card for connecting the node to the data acquisition, a $40 \mathrm{MB} / \mathrm{s}$ bandwidth full-duplex link, to receive the accepted events by the first level trigger [74]. The maximum input rate into the trigger farm is 50 kHz . The typical output rate is 50 Hz (Table 3.5).

The full event reconstruction and fourth level trigger step are done in a 100-dual processor PC farm. Each node is equipped with two Intel Pentium III 500 MHz processors, 256 MB RAM and a Fast Ethernet network interface card. Like in the second level trigger
farm, the operating system is Linux and the nodes are equipped with a CAN card. The full event reconstruction is run online, thus providing a prompt input for physics analysis. The online reconstruction provides as well information for online calibration, alignment and high level data quality assessments. The 4LT classifies reconstructed events according to various physics categories and creates event directories for faster data access during offline analysis.

As the detector is better understood, the reconstruction packages further developed and improved calibration and alignment constants become available, the event data need to be reprocessed. In addition, large samples of simulated events are required for data analysis.

The event data reprocessing works similarly as the usual online processing scheme. Only the source of the data is different. Instead of getting into the reconstruction farm raw events from the DAQ system via the trigger farm, an additional process retrieves data files from tape and distributes the events into the trigger and reconstruction farm nodes. The trigger farm nodes are also used for running the online event reconstruction in this mode since no triggering is needed during the reprocessing. The system is able to provide events without introducing any overhead, saturating the farms processing power.

The same scheme is used to run Monte Carlo production in the online farms. No event distribution is needed in this case. The Monte Carlo events are generated in the farm nodes, the detector simulation, trigger simulation, digitization and event reconstruction are performed, and finally they are sent to the logger.

The common roof for high level triggering, online and offline reconstruction, Monte Carlo simulations and physical analysis is provided by ARTE (Analysis and Reconstruction Tool) [75]. It provides a general program steering tool and facilities for input/output, memory management as well as iterative program control. ARTE is developed under UNIX system. Originally developed in Fortran 77, the software was later rewritten in C/C++.

### 3.9 Monte Carlo Simulation

The standard Monte Carlo simulation (MC) is based on the combination of PYTHIA generator [76] and FRITIOF [77, 78]. The inclusion of the FRITIOF package is demanded by the need to describe nuclear effects ${ }^{2}$. The default scheme of event simulation is done in several steps:

- First, a $J / \Psi$ or $\chi_{c} \rightarrow \gamma J / \Psi$ is generated using PYTHIA through the hard scattering processes:

$$
\begin{align*}
g+g & \rightarrow J / \Psi+g,  \tag{3.3}\\
g+g & \rightarrow \chi_{c i}+g, \quad i=0,1,2
\end{align*}
$$

Only interactions of gluons are considered. The differential cross-section is calculated according to the CSM production mechanism, using CTEQ2L [76] parton

[^7]momentum distributions. The low- $p_{T}$ production process are not included in the scheme. Therefore, the sum of the transverse momenta of the reaction products must exceed $1 \mathrm{GeV} / \mathrm{c}$. Any polarization is neglected.

- In a second step, the energy excess, left after charmonium has been generated, is used to generate the rest of the $p A$ interaction ("soft" interactions generation) using FRITIOF.
- In a third step, a $J / \psi$ event is combined with $n$ other inelastic interactions to simulate several interactions per event (pile-up), as observed in the data. The number $n$ is distributed according to Poisson statistics with a mean value of 0.5 determined from the mean experimental interaction rate.
- The detector response is then simulated using GEANT 3.21 [79] and includes measured hit resolutions, mapping of inefficient channels and electronic noise.
- Finally, the simulated events are processed by the same trigger and reconstruction codes as the data. In order to achieve better description of the trigger as well as particle multiplicities for each simulated event, trigger and multiplicity weights are introduced.

The physics processes leading to charmonium production is only partially taken into account during simulation of hard scattering processes. This is not enough to achieve a realistic estimate of efficiencies. Therefore, it is necessary to introduce for the simulated events kinematical weights such that all inclusive spectra are forced to agree with experimental data. The benchmark for the $J / \Psi$ distributions is the measured $J / \Psi$ cross-section from the fixed-target experiment E789 [80], which was running $800 \mathrm{GeV} p-A u$ collisions. The cross-section is factorized into a transverse part (a function of $p_{T}$ ) and a longitudinal part (a function of $x_{F}$ ), see relation (2.13). The shapes of inclusive distributions in $p_{T}$ and $x_{F}$ are assumed to be identical for E789 and HERA-B beam energies. Weight factors are attributed to all ( $p_{T}, x_{F}$ ) bins, defining an overall weighting function $W\left(p_{T}, x_{F}\right)$. The procedure is simplified by the fact that the $p_{T}$ and $x_{F}$ spectra are uncorrelated [78], and therefore:

$$
W\left(p_{T}, x_{F}\right) \simeq W_{p_{T}}\left(p_{T}\right) W_{x_{F}}\left(x_{F}\right)
$$

The weighing functions $W_{p_{T}}\left(p_{T}\right)$ and $W_{x_{F}}\left(x_{F}\right)$ are determined by fitting the ratio of E789 spectra and simulated distributions, first for the inclusive $p_{T}^{2}$ distribution, then for the inclusive $x_{F}$ distribution, once weighting according to $W_{p_{T}}$ has already been applied.

The following $\chi_{c}$ branching ratios are used in the simulations:

$$
\begin{align*}
& \operatorname{Br}\left(\chi_{c 0} \rightarrow \gamma J / \Psi\right)=0.66 \% \\
& \operatorname{Br}\left(\chi_{c 1} \rightarrow \gamma J / \Psi\right)=27.3 \%  \tag{3.4}\\
& \operatorname{Br}\left(\chi_{c 2} \rightarrow \gamma J / \Psi\right)=13.5 \%
\end{align*}
$$

The feed-down from $\chi_{c}$ states amounts to about $37 \%$ of all simulated $J / \Psi$ 's. The ratio of $\chi_{c 1}$ to $\chi_{c 2}$ states in the simulation is taken to be 0.6. The details concerning simulated
signals and their parameters are further discussed in later chapters, when measurements will be described.

## Chapter 4

## $J / \Psi$ data

Starting from this chapter, we will present a study of the relative production of charmonium states $\left(J / \Psi\right.$ and $\left.\chi_{c}\right)$ in proton-nucleus collisions:

$$
\begin{align*}
& p A \rightarrow J / \Psi+X  \tag{4.1}\\
& p A \rightarrow \chi_{c}+X
\end{align*}
$$

We consider leptonic decays of $J / \Psi$ and radiative decays of $\chi_{c}$ :

$$
\begin{array}{lll}
J / \Psi & \rightarrow l^{+} l^{-} & ; \quad l=e, \mu \\
\chi_{c} & \rightarrow \gamma J / \Psi . \tag{4.2}
\end{array}
$$

The study is based on data produced in the interactions of protons with carbon (C), tungsten $(\mathrm{W})$ and titanium ( Ti ) targets ${ }^{1}$. Data were collected by the HERA-B detector, between October 2002 and March 2003, using a set of triggers tuned to enhance and $\log$ di-lepton $J / \Psi$ events: $J / \Psi \rightarrow e^{+} e^{-}$and $J / \Psi \rightarrow \mu^{+} \mu^{-}$, after an on-line lepton reconstruction, followed by a selection. The resulting number of recorded $J / \Psi$ events is about 300,000 . The analysis proceeds through the following steps:

- Reconstruction of $J / \Psi \rightarrow l^{+} l^{-}$decays.
- Search for photon candidates in the calorimeter.
- Reconstruction of $\chi_{c}$ particles by pairing the photon candidates and the reconstructed $J / \psi$.
- Estimation of background with the help of the so-called event mixing technique.
- Determination of the photon efficiencies with Monte Carlo simulated events.
- Evaluation of the fraction of $J / \Psi$ produced via $\chi_{c}$ decays, $R_{\chi_{c}}$, and comparison of several nuclear target materials.

[^8]

Figure 4.1: The invariant mass of the opposite charged muon candidates. The peaks on the top of the background correspond to $\rho$, $\omega, \phi, J / \Psi$ and $\Psi^{\prime}$ mesons.

- Extraction of the ratio of production cross-sections of the $\chi_{c 1}$ and $\chi_{c 2}$ states by using converted photons.

In this chapter, we will discuss the reconstruction of the $J / \Psi$ leptonic decays, determined by examining the invariant mass of two leptons of opposite charges. We will describe the analysis chain leading to a clean sample of events containing a $J / \Psi$. It will be followed by the description of the search for the $\chi_{c}$ radiative decays, presented in chapter 5 . Chapter 6 , then, will provide the details related to the measurement of the fraction of $J / \Psi$ particles produced via $\chi_{c}$ decays in $p A$ collisions, summarizing the results given in chapters 4 and 5 . The final chapter, chapter 7 , will be dedicated to illuminate the study of the relative production of $\chi_{c 1}$ and $\chi_{c 2}$ states.

### 4.1 Data Samples

Data, used in the analysis, were taken in so-called runs with assigned numbers from 19890 to 21304. The runs were combined in groups according to the type of trigger and wire material used. We consider only events from runs with a di-lepton trigger, which was working in two channels ${ }^{2}$ simultaneously. Figure 4.1 shows the di-muon spectrum corresponding to all triggered events accumulated in this channel, which exposes clean signals of $\rho, \omega, \phi, J / \Psi$ and $\Psi^{\prime}$ mesons. Several target wires were used in two different configurations: single-wire or double-wire. These are summarized in Table 4.1, together with the corresponding accumulated event statistics. The data for a particular wire are separated by comparing the $z$-position of the reconstructed di-lepton vertex, $z_{l l}$. Only events, in which di-lepton vertex is within a window of three standard deviations compared

[^9]Table 4.1: Event data statistics sorted out according to target configuration and wire materials.

| Target Configuration | Wire Material(s) | Collected events |
| :--- | :--- | ---: |
| below 1 (b1) | $(C)$ | 19181628 |
| inner 1 (i1) | $(W),(W+R e)$ | 1751558 |
| bellow 2 (b2) | $(T i),(W+R e)$ | 6889432 |
| outer 2 (o2) | $(C),(W)$ | 6847006 |
| inner 2 (i2) | $(C)$ | 22268640 |
| inner1 + inner2 | $(W)+(C)$ | 17127057 |
| inner1+below2 | $(W)+(T i),(W+R e)$ | 22983333 |
| below1+outer2 | $(W)+(C),(W)$ | 42432108 |
| below1+inner2 | $(W)+(C)$ | 12987401 |
| below1+below2 | $(W)+(C)$ | 2856471 |

to the position of the wire, $z_{\text {wire }}$,

$$
\begin{equation*}
\left|z_{l l}-z_{\text {wire }}\right|<0.19 \mathrm{~cm}, \tag{4.3}
\end{equation*}
$$

are analyzed. $z_{\text {wire }}$ (Table 4.2) and corresponding resolution are estimated from a fit to the di-muon vertex $z$-coordinate distributions (Fig. 4.2) with a Gaussian. The distributions are obtained using single wire runs and double-wire runs with two wires distributed over two stations.

In di-muon channel we analyze all available data, while in the di-electron channel only data collected in year 2002 with single carbon wire $i 2$ are considered.

Figure 4.2: $z$ coordinate of di-muon vertices. The peaks correspond to $o 2, a 2, b 2, b 1$ and $i 1$ target wires as indicated in plot. Shaded and empty histograms correspond to different selection levels.


Table 4.2: $z$ coordinate of wires used in data-taking. The values are estimated using reconstructed di-muon vertices.

| Wire | $i 1$ | $b 1$ | $i 2$ | $b 2$ | $a 2$ | $o 2$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| $z, c m$ | $-0.56^{*}$ | -1.10 | -4.59 | -5.07 | -5.14 | -5.31 |

* In runs 20509, 20512 the position of $i 1$ wire is -2.04 cm , as it
was broken during the operation.


### 4.2 Data Quality

In order to get an accurate measurement, it is important that the data are of high reliability. The quality of the data depends on the performance of the detector. Unstable operation of subdetectors may have a negative influence on data quality. Therefore, it is crucial to check the goodness of the information coming from subtdetectors and exclude from consideration all troublesome points (e.g. presence of dead/hot channels), which spoil the data.

The quality of data is checked by studying hit multiplicities in the tracking devices. The mean number of reconstructed hits, $N_{h i t}$, as well as the number of hits associated with a track, $N_{\text {hit }}^{\text {track }}$. $N_{h i t}$ is proportional to the mean number of working channels, while the difference between $N_{h i t}$ and $N_{h i t}^{t r a c k}$ provides information about hot channels. A given run is considered as low quality run if $N_{h i t}$ or $N_{h i t}^{t r a c k} / N_{h i t}$ falls out of a $\pm 5 \sigma$ window around the overall mean value, averaged over the whole data taking period (Fig. 4.3). A random trigger, which operated in parallel with the $J / \Psi$ trigger and data quality histograms [81], allowed an efficient control data quality.

The stability of the operation of tracking programs was checked by studying the ratio of the tracks which have OTR and/or ITR hits to the number of tracks which have VDS hits (Fig. 4.4). The mean value of this ratio is independent on the interaction rate, but is sensitive to the operation conditions of the reconstruction packages as well as the working conditions of the corresponding subdetectors. Therefore, the constant ratio corresponds to a stable operation conditions and reliable data quality.

The alignment quality was investigated using residuals between matched VDS and OTR/ITR segments. For each pair, track segments were extrapolated inside the magnet to the point $z=415 \mathrm{~cm}$ and the difference in position and slopes in $z x$ and $z y$ planes were compared (see Fig. 4.5). The residual distributions are expected to exhibit a clear symmetric peak with mean value around zero. This, together with the stability in time, indicates a good alignment, upon which the momentum reconstruction is dependent.

The stability of ECAL operation was investigated by examining the behavior of the following quantities:

- The total energy deposited in the calorimeter for each bunch crossing (Fig. 4.6). Uniformity of this distribution indicated a stable distribution of interactions with respect to the bunch structure.


Figure 4.3: The ratio $N_{h i t}^{\text {track }} / N_{\text {hit }}$ per run. Here $N_{h i t}^{\text {track }}$ is the number of hits attributed to the reconstructed tracks and $N^{h i t}$ is the reconstructed hits in all subdetectors. The horizontal lines show $\pm 5 \sigma$ boundaries.


Figure 4.4: Ratio of the number of tracks with hits in OTR/ITR to the number of tracks with hits in $V D S$, presented for one run.

- The event rate for each readout board (Fig. 4.7). It helped to identify bad working boards. In the ideal case of ECAL operation the boards behave identically for each event and the distribution of number of events per readout board should be flat. Eventual problems are identified with the drops in the distribution, which correspond to bad working readout boards. Although the fraction of such bad boards is usually small, it is important to monitor them for acceptance determination.
- The ECAL cluster occupancy. It is important for the localization of "hot" channels. This will be further discussed in subsection 5.2.2).

The stability of the calorimeter calibration was inspected using the $\pi^{0}$ signal. The parameters of the $\pi^{0}$ peak (i.e. width and position) obtained after the offline reconstruction ${ }^{3}$ were compared to similar quantities obtained on-line. Stable parameters and stable variation between offline and on-line values lead to stable calibration constants.

Occupancy plots allow to monitor the MUON system. The number of hits accumulated in each readout channel is considered as a function of the geometrical position of the channel (see Fig. 4.8). The normal behavior of the occupancy distribution is proportional to $1 / r^{2}$, where $r$ is the radial distance from the proton beam pipe. The deviation from this behavior may indicate the presence of failures in the detector performance. A much smaller (higher) occupancy compared to the expectation shows the presence of dead (hot) channels. Such channels are systematically detected and masked. The study of the occupancy distribution helps to recover cable swapping and mark the presence of not working readout boards.
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Figure 4.6: A distribution of the released
energy in ECAL for each bunch crossing,
Figure 4.6: A distribution of the released
energy in ECAL for each bunch crossing, which corresponds to one run.

Figure 4.5: The difference in track parameters $x$ (a), $y$ (b), slope in $z x$ plane, $t x$, (c) and slope in $z y$ plane, ty, (c), for OTR/ITR and VDS segments extrapolated to $z=415 \mathrm{~cm}$. The plots correspond to one run.


Figure 4.7: A distribution of number of events per readout board, which correspond to one run.


Figure 4.8: A occupancy distribution of the tube chambers of the first superlayer of MUON system for one run. The number of hits accumulated in each readout channel is plotted as a function of the radial distance to the proton beam pipe, $r$.

In addition, data can be impaired by several effects present when the beam protons hit the target. These are:

- The coasting beam effect, leading to the interactions within a time interval different from the one expected from the bunch structure of the proton beam [82], when wires are inserted into the halo of the beam. This is due to protons which scattered in the accelerator medium and thus lost their time correlation with the beam. Such interactions should either be kept at low rate or simply rejected.
- The non-homogeneous distribution of protons within a bunch, leading to possible multiple interactions in a given event. This is not a real problem for the present analysis because the probability for a $J / \Psi$ event is independent on the number of interactions per event (only one $J / \Psi$ is accepted per event). There is thus no influence on $R_{\chi_{c}}$.
- Events occurring outside the target. In this case the $J / \Psi$ vertex is located significantly far from the wire position, such that it is easy to identify these off-target events and, subsequently, remove them. The amount is found to be small and has a minor impact on the measured quantities.


### 4.3 Selection of leptons

The reconstruction of the $J / \Psi$ begins from the search for leptons in offline reconstructed di-lepton triggered events. The events were reconstructed using ARTE-04-01-r3. The
alignment and calibration constants were based on the KEYBOOK 27 [75]. Common requirements are set for both electron and muon candidates:

- Triggered tracks with signature in the VDS, such that vertexing can be performed.
- A track is required not to be marked as a clone ${ }^{4}$.


### 4.3.1 Trigger requirements

The $J / \Psi$ trigger has several important requirements [71]:

- At least one FLT-track must be found by the first level trigger and at least two pretrigger candidates must originate from the same pretrigger source (electron or muon). The pretrigger information serves as a seed for SLT.
- The geometrical acceptance for the trigger tracks (muons and electrons) is limited to $25-150 \mathrm{mrad}$ (which correspond to the OTR tracker acceptance). The outer limits of the muon and electron detection were restricted by the MUON and ECAL boundaries.
- A track is accepted by the trigger as
- a muon candidate, if it is identified by the MUON system and has a momentum larger than $5 \mathrm{GeV} / \mathrm{c}$;
- an electron candidate, if it has an associated cluster reconstructed in ECAL and the transverse energy, $E_{T}^{c l}$, of the cluster is larger than $1 G e V$ (Fig. 4.9).
- Each pair of accepted tracks is required to come from a common vertex.


Figure 4.9: Transverse cluster energy $E_{T}^{c l}$ measured in the ECAL for $e^{+}$and $e^{-}$candidates for $J / \Psi \rightarrow e^{+} e^{-}$signal. The value of $E_{T}^{c l}$ is obtained using the cluster energy measured in ECAL, with the assumption that the particles that caused the shower come from the interaction point, following a linear trajectory. The coordinates of the reconstructed $e^{+} e^{-}$vertex are taken as the coordinates of the interaction point. The lines on the plot indicate applied cut, $E_{T}^{c l}>1 \mathrm{GeV}$.

[^11]The trigger requirements are optimized with respect to the amount of transferred information and decision speed [55, 71]. The kinematical parameters of the leptons are determined by the kinematics of the $J / \Psi$. Therefore, the spectra of $J / \Psi$ transverse momentum, $p_{T}^{J / \Psi}$, and Feynman $x, x_{F}^{J / \Psi}{ }^{5}$, are usually used for the trigger efficiency studies. In general, the efficiency of the trigger to detect $J / \Psi$ is about $\varepsilon_{\text {trig }} \sim 10 \%$. The value is independent of the wire position and material.

### 4.3.2 Muon selection

We identify a reconstructed charged track triggered by SLT as a muon candidate if

- the number of hits in the VDS $\left(N_{v d s}\right)$, in the main tracker $\left(N_{\text {main }}\right)$, which is the sum of OTR and ITR hits, and in the MUON system ( $N_{\text {muon }}$ ) satisfy the relations: $N_{v d s}>5, N_{\text {main }}>8$ and $N_{\text {muon }}>4 ;$
- the track is not attributed to as a clone track;
- the MUON likelihood (ratio of the measured hits in the MUON system to the expected ones) is $L_{\mu}>0.05$;
- its measured momentum $\left(p_{\mu}\right)$ is in the range: $6<p_{\mu}<200 \mathrm{GeV} / \mathrm{c}$.

We require at least two oppositely charged muon candidates per event, which come from a common vertex and have invariant mass is in the range: $0<M_{\mu \mu}<20 \mathrm{GeV} / \mathrm{c}^{2}$. A common vertex is attributed to a muon pair if the $\chi^{2}$ probability of the vertex fit [83] satisfies the condition: $\mathcal{P}_{\text {vert }}\left(\chi^{2}\right)>10^{-5}$.

### 4.3.3 Electron selection

In order to select electron candidates we use the following requirements for tracks that passed di-electron trigger requirements and that went through offline reconstruction:

- Tracks must have reconstructed segments in the vertex detector system (VDS) as well as in the pattern chambers (PC).
- They are not marked as clones.
- Their momenta have to be in the range: $4<p_{e}<400 \mathrm{GeV} / \mathrm{c}$.
- Each track must have an assigned reconstructed cluster in ECAL.
- In order to suppress random track-cluster combinations, the ratio between the cluster energy and track momentum, $E / p$, is required to satisfy the condition (Fig 4.10): $E / p>0.75$, for each track.


Figure 4.10: The ratio of the energy of ECAL cluster to the $e^{ \pm}$track momentum, $E / p$ : (a) Carbon di-electron data ( $i 2$ wire); (b) Monte Carlo simulation for $i 2$. The fit is performed using two-Gaussian parametrization. The width and position of the narrower Gaussian ( $\sigma_{E / p}$ and $\langle E / p\rangle$ denoted as $p 5$ and $p 4$ in plots) are used to define additional selection limits.

A pair of electron candidates is required to come from a common vertex with the the $\chi^{2}$ probability of the vertex fit [83] $\mathcal{P}_{v e r t}\left(\chi^{2}\right)>5 \times 10^{-3}$.

Due to its low mass, the electron has a high probability to radiate bremsstrahlung photons when passing through the detector. Such energy losses make the reconstruction of particle momenta more subtle. However, this can be used to further reduce background from hadrons. In order to achieve that, a search for associated bremsstrahlung photons is performed for each electron candidate. If any bremsstrahlung cluster is found, its energy is added to the energy of the electron candidate and, consequently, the momentum is recalculated.

The search for bremsstrahlung photons is restricted to emissions inside the VDS. The bremsstrahlung radiation after magnet has a minor impact on the momentum measurement. The energy losses inside the magnet are considered to be completely lost.

Bremsstrahlung recovery is based on the search of an isolated electromagnetic cluster in the area where the photon candidate is expected to hit the ECAL. When bremsstrahlung radiation occurs upstream the magnet, the photon follows the initial electron direction. A linear extrapolation to the ECAL plane (Fig 4.11) gives the following photon's impact position, $\left(x_{0}, y_{0}\right)$,

$$
\begin{align*}
& x_{0}=x_{v e r t}+\frac{p_{x}}{p_{z}}\left(z_{E C A L}-z_{v e r t}\right)  \tag{4.4}\\
& y_{0}=y_{v e r t}+\frac{p_{y}}{p_{z}}\left(z_{E C A L}-z_{v e r t}\right) .
\end{align*}
$$

[^12]Figure 4.11: Schematic view of an electron track passing the detector and radiating a bremsstrahlung photon in front of the magnet.


The cluster caused by bremsstrahlung radiation is the one closest to the extrapolated point. We required that the difference between the cluster position and the impact position does not exceed 8.4 cm for the outer part of ECAL, 4.2 cm for the middle part and 1.7 cm for the inner part. The values listed above correspond to $75 \%$ of a typical cell width (Table 3.2).

## $4.4 \quad J / \Psi$ reconstruction

### 4.4.1 Signal in di-muon channel

The invariant mass distribution of $\mu^{+} \mu^{-}$pairs is shown in Fig. 4.12 for real data corresponding to all available statistics. In the fit, shown on the plot, we describe the $J / \Psi$ signal by a Gaussian, while the background is parametrized by an exponential:

$$
\begin{equation*}
\frac{d N}{d M}=\frac{N_{0}}{\sigma_{M} \sqrt{2 \pi}} \exp \left[-\frac{\left(M-M_{0}\right)^{2}}{2 \sigma_{M}^{2}}\right]+P_{4} \exp \left[-P_{5} M\right] \tag{4.5}
\end{equation*}
$$

As can be seen from the data and Monte Carlo (Fig. 4.13) plots the parametrization of the $J / \Psi$ signal with a single Gaussian fails to describe the tails of the signal. This leads to an underestimation of the signal of about of $3 \%$. A similar value was reported in the study [84]. The presence of such tails is due to the energy losses of muons while they traverse the detector. This, in turn, reflects in non-Gaussian tails in the momemtum resolution. Radiative $J / \Psi$ decays, $J / \Psi \rightarrow \mu^{+} \mu^{-} \gamma$, are the source for the lower part of the tail. However, the effect is less pronounced when data are plotted for a specific wire material and/or target configuration (Fig. 4.14). In the present analysis, we assume that the systematic effects coming from the Gaussian parametrization of $J / \Psi \rightarrow \mu^{+} \mu^{-}$signal are of the same level in data and simulations and, therefore, will cancel in the ratio $R_{\chi_{c}}$.

A comparison between data (Fig. 4.12) and simulation (Fig. 4.13) shows a clear shift of the signal position by $6 \mathrm{MeV} / \mathrm{c}^{2}$. The signal width is wider for data than for MC by $12 \mathrm{MeV} / \mathrm{c}^{2}$. This is more than the mass uncertainty, which is less than $1 \mathrm{MeV} / \mathrm{c}^{2}$. These discrepancies are due to a misalignment of the detector components, which is not


(a)

Figure 4.12: $\mu^{+} \mu^{-}$invariant mass spectrum obtained with all available di-muon triggered data. The $J / \Psi$ signal is parametrized by a Gaussian, whereas the background is described by an exponential (parameters $p 3$ and $p 4$ on the plot). The fit parameters describing the $J / \Psi$ signal are:
$N_{J / \Psi}$ (events) $\quad 158421 \pm 482$
$M_{J / \Psi}, \mathrm{MeV} / \mathrm{c}^{2}$ (mean) $\quad 3093.0 \pm 0.1$
$\sigma_{M_{J / \Psi}}, \mathrm{MeV} / c^{2}$ (sigma) $\quad 44.6 \pm 0.1$


Figure 4.13: Simulated $J / \Psi \rightarrow \mu^{+} \mu^{-}$signal for carbon wire $i 2: N_{J / \Psi}$ (events) $=15683 \pm 125$, $M_{J / \Psi}, \mathrm{MeV} / \mathrm{c}^{2}($ mean $)=3099.3 \pm 0.3 \mathrm{MeV} / \mathrm{c}^{2}, \sigma_{M_{J / \Psi}}, \mathrm{MeV} / \mathrm{c}^{2}$ (sigma) $=32.9 \pm 0.1 \mathrm{MeV} / \mathrm{c}^{2}$ (a), and tungsten wire $i 1: N_{J / \Psi}($ events $)=14050 \pm 119, M_{J / \Psi}, M e V / c^{2}$ (mean) $=3099.6 \pm$ $0.2 \mathrm{MeV} / \mathrm{c}^{2}, \sigma_{M_{J / \Psi}}, \mathrm{MeV} / c^{2}$ (sigma) $=33.0 \pm 0.3 \mathrm{MeV} / \mathrm{c}^{2}$ (b). In both cases the fit is done using Gaussian parametrization of the signal.
properly described in the simulation. For instance, a shift of 3 mm in the position of the layers in the VDS could partly reproduce the above effects for data taken in year 2000 [85]. Furthermore, other effects, like a rotation of one of the subdetectors with respect to others, can contribute to the observed shifts. The relative shifts of the subdetectors have a minor influence on the $\chi_{c}$ parameters.

Table 4.3: Analyzed $J / \Psi$ statistics from 2002-2003 running period.

| Wire Material(s) | $N_{J / \Psi}$ | $M_{J / \Psi}\left[\mathrm{MeV} / \mathrm{c}^{2}\right]$ | $\sigma_{M_{J / \Psi}}\left[\mathrm{MeV} / \mathrm{c}^{2}\right]$ |
| :--- | :--- | :--- | :--- |
| Carbon | $100008 \pm 391$ | $3092.9 \pm 0.1$ | $44.4 \pm 0.1$ |
| Tungsten | $49812 \pm 281$ | $3093.0 \pm 0.3$ | $45.2 \pm 0.2$ |
| Titanium | $8049 \pm 107$ | $3094.4 \pm 0.7$ | $43.0 \pm 0.2$ |
| Combined | $158241 \pm 482$ | $3093.0 \pm 0.1$ | $44.6 \pm 0.1$ |

Table 4.4: J/工 Monte Carlo statistics

| Wire Material(s) | $N_{J / \Psi}$ | $M_{J / \Psi}\left[\mathrm{MeV} / \mathrm{c}^{2}\right]$ | $\sigma_{M_{J / \Psi}}\left[\mathrm{MeV} / \mathrm{c}^{2}\right]$ |
| :--- | :--- | :--- | :--- |
| Carbon $(i 2)$ | $15683 \pm 125$ | $3099.3 \pm 0.3$ | $32.9 \pm 0.1$ |
| Tungsten $(i 1)$ | $14050 \pm 119$ | $3099.6 \pm 0.3$ | $33.0 \pm 0.2$ |

Following Monte Carlo simulations, the combined trigger and selection efficiency for $J / \Psi \rightarrow \mu^{+} \mu^{-}$is about $\varepsilon_{\text {trig }}^{\text {sel }} \approx 8 \%$. The statistics of the $J / \Psi$ selection used in the analysis for each target material and the parameters of the signal are summarized in Tables 4.3 and 4.4 for data and Monte Carlo, respectively. The $J / \Psi$ mass distributions, corresponding to different wires are shown in Fig. 4.14.

### 4.4.2 Background to muons from $J / \Psi$ decays.

There is definitely more background under the $J / \Psi$ peak in data (Fig. 4.12) than in MC (Fig 4.13). This is due to the fact that, in general, Monte Carlo simulation is based only on the $g g \rightarrow \chi_{c} X$ and $g g \rightarrow J / \Psi X$ processes, and does not include other hard processes which may occur when a proton hits the target.

The main components of the background to the muons from $J / \Psi \rightarrow \mu^{+} \mu^{-}$decay are:

- Charged hadrons and ghost tracks, appearing due to random combination of hits that passed the trigger and the selection criteria. A fraction of $23 \%$ of the tracks passing VDS and OTR per inelastic event satisfy the trigger and muon candidate selection criteria (see subsection 4.3.2): $\varepsilon_{t r}^{c a n d} \approx 23 \%$. The mean number of such tracks is about $N_{t r} \approx 8$.
- Pion or kaon decay in flight, $h \rightarrow \mu \nu$, where $h=\pi^{ \pm}, K^{ \pm}$lead to background muons in about: $\varepsilon_{h}^{\mu}=0.27(\mathrm{GeV} / \mathrm{c}) / p[86]$.
- Open charm semi-leptonic decays $\left(c \rightarrow s \mu \nu_{\mu}\right)$, Drell-Yan muon pairs $\left(q \bar{q} \rightarrow \mu^{+} \mu^{-}\right)$, as well as leptonic and semi-leptonic decays of bottom hadrons are also sources of background to $J / \Psi$ muons.


(b)

Figure 4.14: $J / \Psi$ mass distribution obtained for different target materials: (a) data collected with carbon (C) target (b1 and $i 2$ wires); (b) data collected with tungsten ( $W$ ) target ( $i 1, o 2$ and $b 2$ in 2003 wires); (c) data collected titanium (Ti) target with (b2 wire in 2002). The wire separation in case of double-wire operation was done using the coordinates of reconstructed dimuon vertex (equation 4.3). The fit shown on the plots is identical to the one presented in Fig. 4.12. The fit results are summarized in Table 4.3.


Figure 4.15: $J / \Psi$ mass distribution obtained with $i 2(C)$ wire running in single wire target mode in 2002. The fit, shown on the plot, is similar to that one in Fig. 4.12. The parameters describing the $J / \Psi$ signal are:
$N_{J / \Psi}$ (events) $\quad 24688 \pm 191$
$M_{J / \Psi}, \mathrm{MeV} / \mathrm{c}^{2}$ (mean) $\quad 3093.0 \pm 0.4$
$\sigma_{M_{J / \Psi}}, \mathrm{MeV} / \mathrm{c}^{2}$ (sigma) $\quad 42.7 \pm 0.3$

The fraction of ghost tracks before particle identification could be quite high. A study, performed on the data from 2000 commissioning run, showed that the level of ghost tracks before particle identification is applied could be as high as $6 \%$ [87]. It was shown, however, that the probability to pass the identification criteria (MUON likelihood) is significantly smaller compared to that of real tracks. Therefore, we do not expect a significant fraction of ghosts in the data. Moreover, as far as ghost tracks are created on a random basis, they do not cluster systematically and, thus, their influence on the present analysis is minor. To make an exact estimate of the ratio of ghost tracks, a detailed Monte Carlo study must be performed with the aim to reproduce accurately all the effects observed in the real data.

The background under the $J / \Psi$ peak is predominantly due to random combinations of reconstructed tracks. The only correlation between such tracks is the presence of a common vertex. Using the distributions obtained with ${ }^{12} \mathrm{C}$ wire (see Fig. 4.15), let us go through the main components of the background. The trigger and selection efficiency for two reconstructed tracks is $\varepsilon_{\text {trig }} \approx 10 \%$. It is independent on the nature of the track, whether it is a charged hadron or a muon. The probability to select a pair of oppositely charged tracks identified as muons with an invariant mass lying within $M \in$ $[2.5,5] \mathrm{GeV} / \mathrm{c}^{2}$ is

$$
\begin{equation*}
P_{r a n d}^{\mu}=N_{t r}\left(\varepsilon_{t r}^{c a n d} \varepsilon_{h}^{\mu}\right)^{2} \varepsilon_{M}^{r a n d} \varepsilon_{t r i g} \approx 1.7 \times 10^{-7} \tag{4.6}
\end{equation*}
$$

Here, we use the value $\varepsilon_{h}^{\mu} \approx 2 \%$ integrated over the total momentum range. $\varepsilon_{M}^{\text {rand }}$ is the fraction of pairs in the mass window $M \in[2.5,5]$. To evaluate it we examine the invariant mass distribution for pairs of oppositely charged tracks, weighted using the factor $\left(\varepsilon_{h}^{\mu}\right)^{2}=\frac{(0.27)^{2}}{p 1 \cdot p 2}$. The tracks are required to meet the trigger and muon selection
criteria. For $M>1.5 \mathrm{GeV} / \mathrm{c}^{2}$, the mass distribution can be described by the exponential

$$
\begin{equation*}
\frac{d N}{d M}=N_{t r}^{p a i r} \exp [-3.3 M] \tag{4.7}
\end{equation*}
$$

which, through integration within the window $[2.5,5] \mathrm{GeV} / \mathrm{c}^{2}$ and normalization to the total integral, leads to an estimated value of $\varepsilon_{M}^{\text {rand }} \approx 1 \%$.

The fraction of real muons coming from the primary vertex, hence not from $D$ or $B$ meson decays, is small compared to hadrons misidentified as muons. The contribution of such "muons" can be neglected. Thus, the number of random combinations in the final sample is given by

$$
\begin{equation*}
N_{\text {rand }}=\frac{N_{J / \Psi}}{B r\left(J / \Psi \rightarrow \mu^{+} \mu^{-}\right) \varepsilon_{\text {trig }}} \frac{\sigma_{\text {inel }}}{\sigma_{J / \Psi}} P_{\text {rand }}^{\mu} \approx 68,000 \tag{4.8}
\end{equation*}
$$

where $\sigma_{\text {inel }}$ is taken to be equal to $34 \mathrm{mb} /$ nucleon [88] and $\sigma_{J / \Psi}=357 \mathrm{nb} /$ nucleon [89]. The estimated value (4.8) is compatible with the number of background combinations obtained from the di-muon invariant mass spectra for carbon wire, $N_{\text {back }}^{\text {data }}=N^{\text {pair }}-$ $N_{J / \Psi}=81,360-24,688 \approx 57,000$ (see Fig. 4.15).

The contribution from the combinations of muons from semi-leptonic decays of charmed mesons, e.g. $D \rightarrow K \mu \nu_{\mu}$, with respect to random combinations is

$$
\begin{equation*}
\frac{N_{c \bar{c}}}{N_{\text {rand }}}=\frac{\sigma_{c \bar{c}}}{\sigma_{\text {inel }}} \frac{\operatorname{Br}\left(c \bar{c} \rightarrow \mu^{+} \mu^{-} X\right)\left(\varepsilon_{\mu-c}^{c a n d}\right)^{2} \varepsilon_{M}^{c \bar{c}} \varepsilon_{t r i g}}{P_{\text {rand }}^{\mu}} \approx 4 \times 10^{-2} \tag{4.9}
\end{equation*}
$$

The semi-leptonic charm branching ratio is taken to be the average over different charmed particles: $\operatorname{Br}(c \rightarrow \mu X)=0.085[20]\left(B r\left(c \bar{c} \rightarrow \mu^{+} \mu^{-} X\right)=B r^{2}(c \rightarrow \mu X)\right)$ and $\sigma_{c \bar{c}}=$ $39 \mu b /$ nucleon [90]. The efficiency to detect muons from charmed particle decays and the probability that the pair invariant mass are within the mass window $M \in[2.5,5] \mathrm{GeV} / \mathrm{c}^{2}$ are obtained from Monte Carlo simulations: $\varepsilon_{\mu-c}^{c a n d} \approx 19 \%$ and $\varepsilon_{M}^{c \bar{c}} \approx 22 \%$.

The contribution from leptonic and semi-leptonic decays of $b$-mesons an baryons is negligible. It is estimated in a similar way as for open charm above

$$
\begin{equation*}
\frac{N_{b \bar{b}}}{N_{\text {rand }}}=\frac{\sigma_{b \bar{b}}}{\sigma_{\text {inel }}} \frac{B r\left(b \bar{b} \rightarrow \mu^{+} \mu^{-} X\right)\left(\varepsilon_{\mu-b}^{c a n d}\right)^{2} \varepsilon_{M}^{b \bar{b}} \varepsilon_{\text {trig }}}{P_{\text {rand }}^{\mu}} \approx 4 \times 10^{-4} \tag{4.10}
\end{equation*}
$$

The probability for a muon to be in the HERA-B acceptance and satisfy the selection criteria is found to be $\varepsilon_{\mu-b}^{c a n d} \approx 54 \%$. The probability that the reconstructed muon pair has an invariant mass within $M \in[2.5,5] \mathrm{GeV} / \mathrm{c}^{2}$, including $B \rightarrow J / \Psi X$ decays, is $\varepsilon_{M}^{b \bar{b}} \approx 20 \%$. The $b \bar{b}$ production cross-section has been measured by HERA-B: $\sigma_{b \bar{b}}=32 \mathrm{nb} /$ nucleon [91]. The probability for the process $b \bar{b} \rightarrow \mu^{+} \mu^{-} X$ is evaluated according to

$$
\begin{align*}
\operatorname{Br}\left(b \bar{b} \rightarrow \mu^{+} \mu^{-} X\right)= & \operatorname{Br}^{2}(b \rightarrow \mu X)+ \\
& \operatorname{Br}(b \rightarrow J / \Psi X) \cdot \operatorname{Br}\left(J / \Psi \rightarrow \mu^{+} \mu^{-}\right) \approx 0.013, \tag{4.11}
\end{align*}
$$

where $\operatorname{Br}(b \rightarrow \mu X)=10.95 \%, \operatorname{Br}(b \rightarrow J / \Psi X)=1.16 \%$ and $\operatorname{Br}\left(J / \Psi \rightarrow \mu^{+} \mu^{-}\right) \approx$ 5.88\% [20].

The fraction of Drell-Yan pairs with respect to the $\mu^{+} \mu^{-}$pairs from $J / \Psi$ decay is estimated to be about 4\%. Using the E722 measurement of the cross-section of Drell-Yan process [92], one can estimate the probability for a pair of muons to be produced in the invariant mass range [2.5,5] $\mathrm{GeV} / \mathrm{c}^{2}$ following the formula [93]:

$$
\begin{equation*}
\frac{d \sigma}{d M_{\mu^{+} \mu^{-}}}=7.1 \exp \left[-0.917 M_{\mu^{+} \mu^{-}} \sqrt{s_{1} / s_{2}}\right] \tag{4.12}
\end{equation*}
$$

where $\sqrt{s_{1}}=38.9 \mathrm{GeV}$ and $\sqrt{s_{2}}=41.6 \mathrm{GeV}$ are the $p N$ c.m.s. energies in E772 and HERA-B, respectively. The value of the cross-section obtained by integration of equation (4.12) in the range $[2.5,5] \mathrm{GeV} / \mathrm{c}^{2}$ is 0.8 nb . We assume that the efficiency to detect Drell-Yan pairs is of the same order as the $J / \Psi$ detection efficiency: $R_{\varepsilon}=\frac{\varepsilon_{D Y}}{\varepsilon_{J / \Psi}} \approx 1$. Thus, for the 25,000 reconstructed $J / \Psi \rightarrow \mu^{+} \mu^{-}$decays the amount of Drell-Yan $\mu^{+} \mu^{-}$pairs is expected to be $\sim 930$, which is rather small compared to the combinatorial background.

To summarize, the main contribution to the background under $J / \Psi \rightarrow \mu^{+} \mu^{-}$is due to random combinations. With respect to that, muons from semi-leptonic decays of open charm contribute in a proportion of $1: 25$, approximately. The contribution from decays of mesons containing bottom quark is negligible being of order $10^{-4} \%$. The fraction of Drell-Yan pairs in the background is estimated to be at the level of $1.6 \%$.

### 4.4.3 Nuclear effects

Having at our disposal a considerable amount of $J / \Psi$ produced in pA collisions, it is tempting to take a look at nuclear effects. The dependence of $J / \Psi$ production on the target material can be studied by investigating the ratios of the $p_{T}^{J / \Psi}$ and $x_{F}^{J / \Psi}$ spectra obtained with tungsten (i1) and carbon (i2) during their simultaneous operation in 2002. This is very convenient, because it allows to omit many complications related to reconstruction and triggering, as they cancel in the ratio.

The production cross section can be factorized according to equation (2.31):

$$
\begin{equation*}
\sigma_{p A}=\sigma_{p N} A^{\alpha} \tag{4.13}
\end{equation*}
$$

The difference in geometrical acceptances due to different wire positions is small and can be ignored. The same is true for the the difference in trigger and selection efficiencies for $J / \Psi$ stemming from different wires. Thus, if the factorization (4.13) holds, the resulting distribution obtained in the ratio depend only on the nuclear effects and overall normalization factor.

We compare our results to the measurement done by the E866 collaboration [94]. They reported the dependency on the atomic mass, which is parametrized as:

$$
\begin{align*}
& \alpha\left(x_{F}^{J / \Psi}\right)=0.9600\left(1-0.0519 \cdot x_{F}-0.3380 \cdot x_{F}^{2}\right)  \tag{4.14}\\
& \alpha\left(p_{T}^{J / \Psi}\right)=0.8700\left(1+0.0604 \cdot p_{T}+0.0107 \cdot p_{T}^{2}\right)
\end{align*}
$$

The data analyzed by E866 collaboration were taken in the collision of 800 GeV protons with a nuclear target in a kinematical range corresponding to $x_{F}^{J / \Psi}$ interval $(-0.1,0.93)$


Figure 4.16: $x_{F}^{J / \Psi}$ (upper plots) and $p_{T}^{J / \Psi}$ (lower plots) $J / \Psi$ spectra obtained with tungsten (left plots) and carbon (right plots) wires. The number of $J / \Psi$ in each bin is estimated by fitting the corresponding di- $\mu$ invariant mass spectrum obtained for the given bin. The measured spectra are shown by markers, while filled histograms correspond to Monte Carlo simulations. The kinematical distributions are not corrected for acceptance.


Figure 4.17: The ratio of $p_{T}^{J / \Psi}$ (a) and $x_{F}^{J / \Psi}$ (b) spectra of $J / \Psi$ obtained with tungsten and carbon wires. The dotted lines correspond to a horizontal line parametrization, while dashed lines correspond to the parametrization (4.14) measured by E866. J/ $\Psi$ is detected via its dimuon decay channel.
and $p_{T}^{J / \Psi}$ interval $(0,4)(G e V / c)$. This is complementary to the experimental conditions of HERA-B, where the $x_{F}^{J / \Psi}$ acceptance is limited by the interval $(-0.35,0.15)$. The HERA-B $x_{F}$ and $p_{T}$ spectra of $J / \Psi$ obtained from tungsten and carbon data (about 8,000 reconstructed $J / \Psi$ for each target material) are shown in Fig. 4.16. The corresponding ratios $N_{W}^{J / \Psi}\left(x_{F}\right) / N_{C}^{J / \Psi}\left(x_{F}\right)$ and $N_{W}^{J / \Psi}\left(p_{T}\right) / N_{C}^{J / \Psi}\left(p_{T}\right)$ in therms of $x_{F}^{J / \Psi}$ and $p_{T}^{J / \Psi}$ are shown in Fig. 4.17.

If the production of the $J / \Psi$ meson is independent of the target material the ratio of the $J / \Psi$ rate on tungsten wire to the $J / \Psi$ rate on the carbon wire must be described by a flat line. As can be seen in Fig. 4.17(a) this is not the case. The horizontal line does not describe the $p_{T}^{J / \Psi}$ distribution. On the other hand, the E866 parametrization (4.14) (dashed line in Fig. 4.17) fits rather well to the observed $p_{T}^{J / \Psi}$ spectrum. This indicates that nuclear effects play some role in the production of $J / \Psi$.

The $N_{W}(J / \Psi) / N_{C}(J / \Psi)$ distribution for the $x_{F}^{J / \Psi}$ interval ( $-0.35,0.15$ ) (Fig. 4.17(b)) can be described neither by a horizontal line nor using the results from the E866 experiment. One should notice, however, that the kinematical $x_{F}$ acceptances in E866 and HERA-B are different, while the dependency on the target material is expected to vary with $x_{F}$. Thus, if one considers only the region with $x_{F}^{J / \Psi}$ values larger than -0.1 (i.e. overlap with the E866 experiment), both assumptions are rather adequate. This indicates stronger dependence of the $x_{F}^{J / \Psi}$ spectrum on the target material for slow $J / \Psi$ $\left(x_{F}^{J / \Psi}<-0.2\right)$. This is the case, when the $c \bar{c}$ pair can turn into the physical state being still inside the nucleus.

The results obtained agree rather well with the E866 measurement, showing the presence of a dependency of the $J / \Psi$ production on target material as well as its non trivial behavior with respect to $J / \Psi$ kinematics.

### 4.4.4 Signal in di-electron channel

The $J / \Psi \rightarrow e^{+} e^{-}$signal is reconstructed using the invariant mass of the pair of oppositely charged electron candidates. In addition, one of the track in the selected pair is required to have a reconstructed bremsstrahlung cluster. The invariant mass distribution is shown in Fig. 4.21(a) for data and in Fig. 4.20(a) for Monte Carlo. A clear $J / \Psi$ signal is visible (on top a large background in the case of data). The shape of the signal region is parameterized according to

$$
\frac{d N_{J / \Psi}}{d M}=N_{J / \Psi} \frac{2}{\sigma_{M}\left(\sqrt{2 \pi}+\pi \sigma_{\text {tail }}\right)} \cdot\left\{\begin{array}{cl}
\exp \left[-\frac{(M-\langle M\rangle)^{2}}{2 \sigma_{M}^{2}}\right] & , \quad M>\langle M\rangle  \tag{4.15}\\
\frac{1}{1+\left(\frac{M-\langle M\rangle}{\sigma_{M} \sigma_{\text {tail }}}\right)^{2}} & , \quad M<\langle M\rangle
\end{array}\right.
$$

$N_{J / \Psi}$ is the number of reconstructed $J / \Psi$ particles, $\langle M\rangle$ is the position of the peak maximum and equivalent to the mean value of the Gaussian. $\sigma_{M}$ is the width of the Gaussian ${ }^{6}$ and $\sigma_{\text {tail }}$ is a parameter which takes into account the radiative losses due to the emission of bremsstrahlung photons. The values of both $\sigma_{M}$ and $\sigma_{\text {tail }}$ reflect the
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Figure 4.18: Monte Carlo simulation of $J / \Psi \rightarrow e^{+} e^{-}$. The fit of the signal using the parametrization form Eq. 4.15 (a) gives rather good description of the signal, while the fit with a single Gaussian (b) results in an underestimation of the signal by about $11 \%$.
detector resolution. The shape of the signal is tested on Monte Carlo simulated events (Fig. 4.18). The background under the signal is parametrized with the following function:

$$
\begin{equation*}
N_{\text {back }}=P_{4}\left(M-P_{5}\right)^{2} \exp \left[-P_{6} M\right] . \tag{4.16}
\end{equation*}
$$

The sources of background are mainly:

- Track-cluster random matches.
- Wrong combinations of the reconstructed electromagnetic cluster with ghost or hadron tracks.
- Hadrons that are identified as electrons, losing all their energy in the ECAL. However, the probability for high energetic hadrons to be stopped in the ECAL is rather low, being less than $1 \%$. A requirement of transverse energy larger than 1 GeV (Fig. 4.9) allows such a reduction.
- Wrong bremsstrahlung assignment. Studying the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decay ${ }^{7}$, using the data collected in 2000 it was shown that the probability to assign a random bremsstrahlung candidate to a background track was $\varepsilon_{b r e m s}^{f a k e}=5 \%$ [95].
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Figure 4.19: $e^{+} e^{-}$invariant mass for carbon data (wire $i 2$ ): (a) loose selection described in the text (subsection 4.3.3); (b) with additional requirements (1)-(3) in Table 4.5.


Figure 4.20: The same as in Fig. 4.21 but for Monte Carlo simulations.


Figure 4.21: Residuals between the reconstructed position of the ECAL cluster and extrapolated track impact point to ECAL, i.e. $\Delta X=\left|x_{c l}-x_{t r}\right|$ (a) and $\Delta Y=\left|y_{c l}-y_{t r}\right|$ (b), respectively. The fit is performed using two-Gaussian parametrization. (c) and (d) represent correspondent distributions for Monte Carlo simulations.

Table 4.5: $J / \Psi \rightarrow e^{+} e^{-}$selection criteria. The values of $\sigma$ and $\langle E / p\rangle$ are obtained from a fit to the corresponding distribution from data and Monte Carlo (Fig. 4.10). $\varepsilon_{\text {data }}$ and $\varepsilon_{M C}$ show the fraction of the $J / \Psi$ signal left when a cut is applied, for data and Monte Carlo, respectively.

| Cut | Value | $\varepsilon_{\text {data }}$, \% | $\varepsilon_{M C}, \%$ |
| :---: | :---: | :---: | :---: |
| Loose selection (after trigger and reconstruction): |  |  |  |
| Bremsstrahlung tag | 1 brems. photon | 100 \% | 100 \% |
| Vertex fit probability | $P_{\text {vert }}\left(\chi^{2}\right)>0.005$ | $93.9 \pm 3.3$ | $96.9 \pm 0.9$ |
| Additional requirements: |  |  |  |
| 1. $E / p$ ratio | $\frac{E}{p}>\langle E / p\rangle-1.5 \sigma_{E / p}$ $\frac{E}{p}<\langle E / p\rangle+2.5 \sigma_{E / p}$ | $76.2 \pm 2.7$ | $78.0 \pm 0.8$ |
| 2. $\Delta X$ and $\Delta Y(\mathrm{~cm})$ | $\begin{aligned} & \|\Delta x+0.113\|<1.902 \\ & \|\Delta y+0.134\|<1.824 \end{aligned}$ | $83.0 \pm 2.7$ | $85.4 \pm 0.9$ |
| 3. Cluster shape Total | asym $>0.8$ | $96.4 \pm 3.2$ | $98.3 \pm 0.9$ |
|  |  | $61.0 \pm 1.8$ | $65.0 \pm 1.1$ |
| Hard bremsstrahlung tag : | 2 brems. photon | $21.2 \pm 0.8$ | $20.5 \pm 0.3$ |



Figure 4.22: $e^{+} e^{-}$invariant mass distribution after requirement that each of the tracks has an associated bremsstrahlung cluster reconstructed in the calorimeter. (a) and (b) show the mass spectra for data and Monte Carlo, respectively.

To reduce the level of background and, thus, improve the signal to background ratio, more cuts are applied. A cut on the residuals $|\Delta x|=\left|x_{c l}-x_{t r}\right|$ and $|\Delta y|=\mid y_{c l}-$ $y_{t r} \mid$, between the reconstructed cluster position and the coordinates of tracks entry point into ECAL (Fig. 4.21), suppresses track-cluster random matches. The track entry point into ECAL is obtained by extrapolating the track parameters to the ECAL plane, e.g, $z=z_{E C A L}$ (Fig 4.11). Wrong combinations, as well as misidentified hadrons are further reduced by a stronger requirement on $E / p$ ratio $\left(\langle E / p\rangle-1.5 \sigma_{E / p}<E / p<\langle E / p\rangle+2.5 \sigma_{E / p}\right.$, see Fig. 4.10) and by a cluster shape cut (asym >0.8). The latter is defined as the energy of the three most energetic cells of the cluster to the total cluster energy.

The values corresponding to the above cuts are summarized in Table 4.5. Their effect on the signal and background are shown in Fig. 4.21(b) and Fig. 4.20(b) for data and MC , respectively. The requirement of an associated bremsstrahlung photon candidate for each of the two electron candidates has an "efficiency" $\varepsilon_{2 \text { brems }}$ of about $21 \%$, relative to the requirement of one bremsstrahlung photon per $J / \psi$ candidate, and suppresses the background by a factor of 28 . The values are also confirmed by Monte Carlo studies $\left(\varepsilon_{2 \text { brems }}^{M C} \sim 20.5 \%\right)$, which indicates that the present Monte Carlo simulation provides a good description of the detector component material. The $J / \Psi$ mass distribution after requirement of two bremsstrahlung photons is sown in Fig. 4.22. In the Mote Carlo distribution (Fig. 4.22(b)), it is possible to observe clearly a high-mass tail. It is due
to events where photons produced in association with $J / \Psi$ are mistakenly included as a bremsstrahlung. In data the same effect is hidden within the background under $J / \Psi$ (Fig. 4.22(b)), which suggests that the rate of such events is low.

The next step consists of finding a photon candidate, such that $\chi_{c}$ radiative decays could be reconstructed. To search for $\chi_{c}$ decays, the events lying in an appropriate mass window are further analyzed. Only one $J / \Psi$ candidate is accepted per bunch crossing. If two or more candidates satisfy the selection criteria, the candidate with the best dielectron vertex fit is chosen.

## Chapter 5

## $\chi_{c} \rightarrow J / \Psi$ radiative decays

### 5.1 Introduction

In this chapter, we will present the $\chi_{c}$ signal obtained in proton-Carbon $(\mathrm{pC})$, protonTungsten ( pW ) and proton-Titanium ( pTi ) collisions. The signal corresponding to the combined data set is also shown. The radiative $\chi_{c} \rightarrow \gamma J / \Psi$ decays are reconstructed by pairing isolated photon candidates with $\mu^{+} \mu^{-}$and $e^{+} e^{-}$pairs falling in the $J / \psi$ mass window:

$$
\begin{align*}
& 2.99<M_{\mu^{+} \mu^{-}}<3.19\left(\mathrm{GeV} / \mathrm{c}^{2}\right)  \tag{5.1}\\
& 2.90<M_{e^{+} e^{-}}<3.25\left(\mathrm{GeV} / \mathrm{c}^{2}\right)
\end{align*}
$$

The analysis proceeds through the following steps:

- Reconstruction of $J / \Psi \rightarrow l^{+} l^{-}$decays.
- Search for photon candidates.
- Reconstruction of $\chi_{c}$ particles by pairing the photon candidates and the reconstructed $J / \psi$.
- Estimation of background with the help of so-called event mixing technique.
- Determination of the photon efficiencies with Monte Carlo simulated events.
- Extraction of $R_{\chi_{c}}$ and comparison of several nuclear target materials.

The selection of a sample of events containing a $J / \psi$ particle is described in the previous chapter. Two decay channels were used: $J / \psi \rightarrow \mu^{+} \mu^{-}$and $J / \psi \rightarrow e^{+} e^{-}$. Only one $J / \Psi$ candidate per event (i.e. per bunch crossing) is used for the $\chi_{c}$ search. If several candidates passed the selection criteria, then the candidate with the best di-lepton vertex fit is considered further. A $\chi_{c}$ is then examined through the mass difference distribution

$$
\begin{equation*}
\Delta M=M_{\gamma J / \Psi}-M_{J / \Psi} \tag{5.2}
\end{equation*}
$$

shown in Fig. 5.1(upper left plot). In the formula (5.2), $M_{\gamma J / \Psi}$ is the invariant mass of the $J / \Psi$ and $\gamma$ system (Fig. 5.1(upper right plot)), while $M_{J / \Psi}$ is the mass of the $J / \Psi$ candidate (Fig. 5.1(lower plot)). The invariant mass of the $J / \Psi$ and the photon is determined according to the following formula

$$
\begin{equation*}
M_{\gamma J / \Psi}=\sqrt{M_{J / \Psi}^{2}+2 E_{\gamma} E_{J / \Psi}-2 \vec{p}_{\gamma} \vec{p}_{J / \Psi}} \tag{5.3}
\end{equation*}
$$

where $\left(E_{J / \Psi}, \vec{p}_{J / \Psi}\right)$ and $\left(E_{\gamma}, \vec{p}_{\gamma}\right)$ are the four-momenta of $J / \Psi$ and $\gamma$ candidates, respectively. The energy is related to the mass through

$$
\begin{equation*}
E_{J / \Psi}=\sqrt{\vec{p}_{J / \Psi}^{2}+M_{J / \Psi}^{2}} \tag{5.4}
\end{equation*}
$$

The masses of $\chi_{c i}, \quad(i=0,1,2)$ and the corresponding $\Delta M$ values are summarized in Table 5.1. It is advantageous to use $\Delta M$ instead of $M(\gamma J / \Psi)$ because the impact of the

Table 5.1: Mass of the $\chi_{c}$ states [20].

| State | $M, \mathrm{GeV} / c^{2}$ | $M-M_{J / \Psi}, \mathrm{GeV} / c^{2}$ |
| :---: | :---: | :---: |
| $\chi_{c 0}$ | 3.417 | 0.320 |
| $\chi_{c 1}$ | 3.511 | 0.414 |
| $\chi_{c 2}$ | 3.556 | 0.459 |

uncertainty related to the $J / \Psi$ mass resolution, $\delta M_{J / \Psi}$, is minimized. The contribution to the $\chi_{c}$ invariant mass resolution ${ }^{1}$ can be simplified to

$$
\begin{equation*}
\delta M_{\chi_{c}}=\frac{M_{J / \Psi}}{M_{\chi_{c}}} \cdot \delta M_{J / \Psi} \simeq 0.877 \cdot \delta M_{J / \Psi} \tag{5.5}
\end{equation*}
$$

On the other hand, the contribution to the resolution of the mass difference, $\Delta M$, is significantly smaller

$$
\begin{equation*}
\delta(\Delta M)=\left|\frac{M_{J / \Psi}}{M_{\chi_{c}}}-1\right| \delta M_{J / \Psi}=0.123 \cdot \delta M_{J / \Psi} \tag{5.6}
\end{equation*}
$$

This leads to the resolution ratio:

$$
\begin{equation*}
\left|\frac{\delta M_{\chi_{c}}}{\delta(\Delta M)}\right|=\left|\frac{M_{J / \Psi}}{\Delta M}\right| \approx 7 \tag{5.7}
\end{equation*}
$$
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Figure 5.1: An example of the $\Delta M$ distribution defined in the equation (5.2) (upper left plot) is shown together with the corresponding $M_{\gamma J / \Psi}$ distribution (upper right plot) and $\mu^{+} \mu^{-}$invariant mass, showing a clear $J / \Psi$ signal (lower plot).



### 5.2 Search for isolated photons

The reconstruction of the photon is done

1. either by measuring the energy released in ECAL,
2. or by reconstructing $e^{+} e^{-}$pairs from photon conversions:

$$
\begin{equation*}
\gamma+(Z, A) \rightarrow(Z, A)+e^{+} e^{-} \tag{5.8}
\end{equation*}
$$

The first case, described in this chapter, results in a higher efficiency. The calorimeter energy resolution - resulting in the $\Delta M_{\chi_{c}}$ resolution of order 40 MeV - does not allow a separation of the $\chi_{c 1}$ and $\chi_{c 2}$ states, which have a mass difference of about 46 MeV . On the other hand, the second case (above), to reconstruct $\gamma$ pair conversions implies to take advantage of the reconstruction of charged tracks. The momentum resolution of the tracking system is, in principle, sufficient to separate the two states. However, the efficiency of the method is rather low, as we will see in chapter 7 .

### 5.2.1 Cluster reconstruction in ECAL

Cluster reconstruction in ECAL is performed by the standard program CARE [96]. A cluster is defined as $3 \times 3$ calorimeter cells, with a local maximum deposited energy in the
central cell. The energy of the cluster, $E^{c l}$, is determined by the energy sum of all 9 cells (or less if dead channels were present):

$$
\begin{equation*}
E^{c l}=\sum_{k=1}^{N_{\text {cells }}} E_{k} \tag{5.9}
\end{equation*}
$$

where $E_{k}$ is the energy of one cell and $N_{\text {cells }}$ is the number of cells building the cluster. The electronic noise is rejected by requiring a minimum deposited energy in any cell of 0.15 , $0.10,0.05(\mathrm{GeV})$ for the inner, middle, outer part of ECAL, respectively. The momentum direction of the reconstructed photon is estimated by connecting the reconstructed dilepton vertex and the cluster coordinates measured in the calorimeter. The determination of the cluster coordinates, $x$ and $y$, proceeds according to the formula:

$$
\begin{align*}
& x_{c l}=x_{c e n t}+A \cdot \operatorname{Arsh}\left[B \cdot\left(x_{c o g}-x_{\text {cent }}\right)\right], \\
& y_{c l}=y_{c e n t}+A \cdot \operatorname{Arsh}\left[B \cdot\left(y_{c o g}-y_{c e n t}\right)\right], \tag{5.10}
\end{align*}
$$

where $x_{\text {cent }}$ and $y_{\text {cent }}$ are the coordinates of the central cell. $A$ and $B$ are ECAL internal parameters. $x_{c o g}$ and $y_{\text {cog }}$ are defined as

$$
\begin{align*}
& x_{c o g}=\sum_{k=1}^{N_{\text {cell }}} \cdot \frac{x_{k} E_{k}}{E_{k}}  \tag{5.11}\\
& y_{\operatorname{cog}}=\sum_{k=1}^{N_{\text {cell }}} \cdot \frac{y_{k} E_{k}}{E^{c l}}
\end{align*} .
$$

Knowing $x$ and $y$ coordinates of the cluster, its $z$ coordinate is defined as the position of the maximum of the shower, which corresponds to about 7.5 radiation lengths from the calorimeter entry plane. Thereby, it is assumed that the photon originates from the interaction point while determining the value of the $z$ coordinate

$$
\begin{equation*}
z_{c l}=A^{\prime}+B^{\prime} \ln (E), \tag{5.12}
\end{equation*}
$$

where $A^{\prime}$ and $B^{\prime}$ are constants determined for each part of calorimeter through simulation of its response [97].

The reconstruction of the ECAL cluster depends on the position of dead channels, energy resolution and noise level, upon which the stability of the pedestals is dependent.

### 5.2.2 Dead and Hot channels

Inaccuracies in the calorimeter performance, such as hot and dead channels, are studied using cluster occupancy distributions.

Not working channels can be divided into the following groups

- those with unstable or defect readout boards,
- and those with dead channels randomly distributed.


Figure 5.2: Calorimeter occupancy within a run (20881) projected on the $x y$ coordinate plane. The upper left plot depicts the whole calorimeter. The upper right, lower right and lower left plots show the distributions for the inner, middle and outer part of the calorimeter, respectively.

Data related to the first group are excluded from the analysis. The effect on the final $\Delta M$ distribution of clusters with dead central and/or peripheral cells is not investigated. However, from the studies based on data 2000 [99] it follows that the presence of randomly distributed dead channels should not affect the reconstruction of the $\chi_{c}$ signal and, therefore, should not contain any systematic influence on our results.

Hot channels are defined as channels with a large number of reconstructed clusters relative to any neighboring cells. Such channels have to be masked during the reconstruction by application of masking tables with already known dead and hot channels ${ }^{2}$. In addition, in order to avoid any systematic effects on the $\Delta M$ distribution due to artificial clusters, we examine triggered events selected for the $\chi_{c}$ search. To localize hot channels we examine cluster occupancy distributions for all events within a run (Fig. 5.2). The search is conducted in each part of the calorimeter separately. Investigating projections of the occupancy distributions for the inner, middle and outer parts of ECAL we do not find any systematic peaks.

### 5.2.3 Calorimeter energy resolution

The cluster energy and spatial resolutions are defined as

$$
\begin{array}{ll}
\frac{\sigma E^{c l}}{E^{c l}} & =\frac{C_{1}}{\sqrt{E^{c l}(\mathrm{GeV})}} \oplus C_{2}  \tag{5.13}\\
\sigma_{x, y}(\mathrm{~cm}) & =\frac{D_{1}}{\sqrt{E^{c l}(\mathrm{GeV})}} \oplus D_{2}
\end{array}
$$

where $C_{1}, D_{1}$ and $C_{2}, D_{2}$ are so-called stochastic and constant terms. The constant terms are related to the intrinsic resolution of the calorimeter and uncertainties in the calibration. In principle, there should be third term for noise in electronics. However, it has a negligible contribution to the resolution and, therefore, is usually neglected.

The detailed study of the performance of the inner part of the calorimeter was carried using data from the 2000 commissioning run [63]. The energy resolution achieved was

$$
\begin{equation*}
\frac{0.225(G e V)^{1 / 2}}{\sqrt{E}} \oplus 0.017 . \tag{5.14}
\end{equation*}
$$

It was also shown, that for clusters with energy less than 5 GeV the uncertainty on the energy estimation was more than $10 \%$, while for more energetic clusters the uncertainty approched the design value of $2 \%$ [10, 55].

The performance of ECAL in the 2002-2003 run was improved relative to year 2000 (see Table 5.2). Monte Carlo simulations, based on a realistic description of the detector in 2002, predict a $\chi_{c} \Delta M$ resolution of $\sim 37 \mathrm{MeV} / \mathrm{c}^{2}$, to be compared to $\sim 45 \mathrm{MeV} / \mathrm{c}^{2}$ in the previous running period. The expected resolution of each single state ( $\chi_{c 1}$ or $\chi_{c 2}$ ) is about $27-30 \mathrm{MeV}$. Taking into account the mass difference between the two states (46 $\mathrm{MeV} / \mathrm{c}^{2}[20]$ ), it becomes clear that the present energy resolution does not allow a separate study of $\chi_{c 1}$ and $\chi_{c 2}$.

[^16]Table 5.2: Energy and spatial resolution of the calorimeter. The values measured in 2002-2003 [98] are compared to the design ones.

|  | inner | middle | outer |
| :--- | :--- | :--- | :--- |
| Design values |  |  |  |
| $\mathrm{C} 1\left(\mathrm{GeV}^{1 / 2}\right)$ 0.170 0.095 0.095 <br> C 2 0.016 0.010 0.010 <br> D1 $\left(\mathrm{cm} \mathrm{GeV}^{1 / 2}\right)$ 1.1 1.9 2.2 <br> D2 0.16 0.20 0.66 <br> Performance in 2002-2003    <br> $\mathrm{C} 1\left(\mathrm{GeV}^{1 / 2}\right)$ 0.205 0.118 0.108 <br> C 2 0.012 0.014 $<0.02$ <br> D1 $\left(\mathrm{cmGeV}^{1 / 2}\right)$ 1.25 1.37 2.17 <br> D 2 0.02 0.28 0.28 |  |  |  |

### 5.2.4 Selection of radiative $\chi_{c}$ photons

The search for photons form $\chi_{c} \rightarrow \gamma J / \Psi$ decays is done by studying the information from the whole ECAL except the region near the beam pipe where the occupancy is too high (up to $30 \%$ ). The exclusion of this area of the calorimeter is achieved by imposing the following requirement on the reconstructed cluster coordinates:

$$
\begin{equation*}
\frac{x_{c l}^{2}}{4}+y_{c l}^{2}>484 \mathrm{~cm}^{2} \tag{5.15}
\end{equation*}
$$

The effect of this cut is summarized in Fig. 5.3. Besides photons and electrons, other particles, such as muons and charged pions, entering the active volume of the calorimeter, can deposit energy. To avoid such clusters due to soft secondary particles as well as noise clusters the requirement on cluster energy, $E_{c l}>3.0 \mathrm{GeV}$ (Fig. 5.4(a)), and cluster transverse energy , $E_{T}^{c l}>0.1 \mathrm{GeV}$ (Fig. 5.5(a)), are imposed. The cuts on cluster energy and cluster transverse energy reshape the $\Delta M$ distribution (Fig. 5.4(b) and Fig. 5.5(b)). Hadronic background is further reduced by requiring that the ratio of the energy of three most energetic cells of the cluster to the total cluster energy, asym, satisfies the following relation:

$$
\begin{equation*}
\text { asym }=\frac{\sum_{i=1}^{3} E_{i}^{\max }}{E_{\text {clus }}}>0.8 \tag{5.16}
\end{equation*}
$$

The asym distribution before and after the cut is shown in Fig. 5.6(a). The corresponding $\Delta M$ distributions are presented in Fig. 5.6(b).

The rejection of the cluster caused by electrons or positrons is done using ECAL cluster reconstructed track assignment [96]. A cluster is not considered any further if it has an associated reconstructed track starting upstream or inside the magnet (i.e. $z<600 \mathrm{~cm}$ ).


(b)

Figure 5.3: Exclusion of the innermost part of ECAL according to relation (5.15): (a) $x$ coordinate of the reconstructed cluster position; (b) y coordinate of the reconstructed cluster position. (c) $\Delta M$ distribution. The plots show the distributions before (unfilled histogram) and after (filled histogram) the cut.

In contrast, clusters with associated short tracks (i.e. starting downstream the magnet) are accepted for analysis. This allows to partly recover the $\chi_{c}$ signal due to photon conversions. In addition, to make sure that the track pointing to the clusters is not just a coincidence, the momentum directions of the photon and track are required to be collinear (see Fig. 5.7(a,b))

$$
\begin{align*}
& \left|\left(p_{x} / p_{z}\right)_{\text {track }}-\left(p_{x} / p_{z}\right)_{c l}\right|<0.1 \\
& \left|\left(p_{y} / p_{z}\right)_{\text {track }}-\left(p_{y} / p_{z}\right)_{c l}\right|<0.1 \tag{5.17}
\end{align*}
$$

The probability of the photon to convert in the detector material downstream of the magnet is about $42 \%$, and is determined from Monte Carlo simulations. The effect of the rejection of the clusters due to long charged tracks is shown in Fig. 5.7(c).

An additional requirement on the photon candidate is done in order to suppress background photons coming from $\pi^{0} \rightarrow \gamma \gamma$ decays. Namely, any pairs of clusters with invariant mass in the vicinity of the $\pi^{0}$ mass

$$
\begin{equation*}
95<M_{\gamma \gamma}<175 \mathrm{MeV} / \mathrm{c}^{2} \tag{5.18}
\end{equation*}
$$

are removed from consideration (see Fig. 5.8)
Following the energy conservation and taking into account the known mass difference between $\chi_{c}$ and $J / \Psi$ (Table 5.1) the momenta of photon and $J / \Psi$ from $\chi_{c} \rightarrow \gamma J / \Psi$ decay


Figure 5.4: Cut on ECAL cluster energy: (a) ECAL cluster energy. The filled histogram shows the distribution after a cut ( $E>3 \mathrm{GeV}$ ) has been applied. (b) $\Delta M$ distribution before (unfilled histogram) and after (filled histogram) the energy cut.


Figure 5.5: Cut on ECAL cluster transverse energy: (a) ECAL cluster transverse energy of the cluster. The filled histogram shows the distribution after a cut ( $E_{T}^{c l}>0.1 \mathrm{GeV}$ ) has been applied. (b) $\Delta M$ distribution before (unfilled histogram) and after (filled histogram) the cut.


Figure 5.6: Cut on the cluster shape: (a) Ratio of energy from three most energetic cells to the total cluster energy (asym); the filled histogram indicates the cut asym $>0.8$. (b) $\Delta M$ distribution before (unfilled histogram) and after (filled histogram) the cluster shape cut.


(a)

(c)

(b)

Figure 5.7: Charged track rejection: (a,b) Collinearity requirement, according to relation (5.17), to recover some of the conversions after the magnet. See text for details. (c) $\Delta M$ distribution before (unfilled histogram) and after (filled histogram) the rejection of clusters due to charged tracks.


Figure 5.8: $\pi^{0}$ rejection: (a) $\gamma \gamma$ invariant mass. Photons contributing to the $\pi^{0}$ region (filled area) are not considered in the isolated photon search. (b) $\Delta M$ distribution before (unfilled histogram) and after (filled histogram) the $\pi^{0}$ cut.
in the $\chi_{c}$ rest frame are expected to be $\sim 0.2 \mathrm{GeV} / \mathrm{c}$. As a result $J / \Psi$ and $\gamma$ move almost parallel in the lab frame (see Fig. 5.9). It implies that kinematical limitations of $J / \Psi$ imposed by trigger will also have an influence on the photon kinematics. Subsequently, the effect of the cuts may depend on the type of trigger used. To a first approximation, however, these dependencies are neglected and the photon selection in di- $\mu$ and di-e data is similar. The only difference is that in di-e case the clusters assigned to the triggered tracks as well as clusters reconstructed as bremsstrahlung radiation are removed from the isolated photon search.


Figure 5.9: Opening angle between $J / \Psi$ and $\gamma$, calculated in the lab frame.

### 5.2.5 Efficiencies

The influence of the photon selection criteria on the signal is studied with the help of Monte Carlo simulation. The signal distributions are obtained by matching the reconstructed cluster to the Monte Carlo particle it stems from. For this purpose, we compared the cluster position $\left(x_{c l}, y_{c l}\right)$ to the coordinates of the simulated particle entry point into the calorimeter $\left(x_{M C}, y_{M C}\right)$. A cluster is assigned to a given Monte Carlo simulated photon if the radial distance, $r$, satisfies the following relation:

$$
\begin{equation*}
r=\sqrt{\left(x_{c l}-x_{M C}\right)^{2}+\left(y_{c l}-y_{M C}\right)^{2}}<0.75 d \tag{5.19}
\end{equation*}
$$

where $d$ is the size of an ECAL cell (see Table 3.2). In case of multiple choices, the match with the smallest $r$ is chosen. The result of the matching procedure is depicted in Fig. 5.10. The left plot of the figure shows the simulated mass difference $\Delta M$ for all $\gamma J / \psi$ combinations (points with error bars), together with the case where clusters are matched to $\chi_{c}$ photons (filled histogram). In the matching we also consider $e^{+} e^{-}$pairs, originating from photon conversions downstream of the magnet. The probability for such processes is about $42 \%$. In cases, when both $e^{+}$and $e^{-}$contribute to the same cluster the assignment was done in the same way as described above. However, some conversion pairs can produce two clusters in the calorimeter. According to simulations, this happens in $22 \%$ of all conversions occuring downstream the magmet. Fortunately, such events are distributed rather smoothly over the considered $\Delta M$ range and their contribution to the signal is negligible (Fig. 5.10). They can be safely regarded as background. Fig. 5.11 shows matched $\chi_{c}$ signal for simulation for $i 2$ carbon wire (a), for $i 1$ tungsten wire (b) and for merged $i 1 i 2$ sample (c).

While the effect due to a particular cut was studied using the signal obtained from the matching, their cumulative efficiency, i.e. photon detection efficiency, was estimated using the signal extracted from a fit ${ }^{3}$ to the simulated $\Delta M$ distribution. The efficiency to detect photons coming from $\chi_{c}$ decays is defined as follows:

$$
\begin{equation*}
\varepsilon_{\gamma}=\frac{N_{\text {reco }}^{M C}\left(\chi_{c}\right)}{N_{J / \Psi}^{M C}} \tag{5.20}
\end{equation*}
$$

$N_{\text {reco }}^{M C}\left(\chi_{c}\right)$ is the number of the $\chi_{c}$ events obtained from a fit to $\Delta M$ distributions. $N_{J / \Psi}^{M C}$ is the number of reconstructed $J / \Psi$ particles stemming from $\chi_{c}$ decays, which passed the $J / \Psi$ selection. $N_{J / \Psi}^{M C}$ is obtained from a fit to the simulated $\mu^{+} \mu^{-}$invariant mass distribution. As far as the uncertainties related to the fitting procedure are the same for data and simulations, the estimation of photon efficiency by fitting the Monte Carlo $\Delta M$ (Fig. 5.10, point with error bars) is preferable. Whereas the use of the "matched" distribution (Fig. 5.10, filled histogram) may impose some systematic error in the $\gamma$ efficiency determination related to the uncertainties in the matching.

[^17]

Figure 5.10: $\Delta M$ distribution obtained form Monte Carlo simulations. Left plot: distribution of all $\gamma J / \Psi$ combinations. The filled histogram is for the clusters matched to $\chi_{c}$ photons. The same histogram is shown again on the right plot (filled hologram), together with a small contribution from clusters due to conversions downstream of the magnet, producing two separate $e^{+}$and $e^{-}$ clusters (histogram on the bottom).

## $5.3 \chi_{c}$ reconstruction.

Having reconstructed both $J / \psi$ and photon candidates, we may start the process of the $\chi_{c}$ signal extraction. The specificity of the analysis is that the estimation of the $\chi_{c}$ yield strongly depends on the background description. As already introduced in section 5.1, the search for $\chi_{c}$ is done by investigating the $\Delta M$ distribution (Fig. 5.1(upper left plot)), which is the difference between the invariant mass of the $J / \Psi$ and $\gamma$ system, $M(J / \Psi \gamma)$ (Fig. 5.1(upper right plot)), and the mass of the $J / \Psi, M(J / \Psi)$ (Fig. 5.1(lower plot)).
$\Delta M$ is determined for each combination of $J / \Psi$ and $\gamma$ candidates within an event. Normally, the analyzed $J / \Psi$ events contain many $\gamma$ candidates measured by ECAL in a wide energy range. This results in a large combinatorial background, where both particles either come from two different sources or are wrongly interpreted as the $J / \Psi$ and/or $\gamma$. Only one $\gamma J / \Psi$ pair may come from the same source, i.e. from either $\chi_{c} \rightarrow \gamma J / \Psi$ signal or background due to decays of heavy mesons to $J / \Psi X$. As a consequence the signal is partly washed out appearing as a bump on the top of a predominantly combinatorial background. Hence, a reliable parametrization and control of the background is essential in extracting the signal, otherwise large systematic errors can be induced. The necessity of a faithful background description, as we will see in the following, reflects on the way we optimize the selection criteria used in the isolated photon search.


(b)

Figure 5.11: Monte Carlo simulations. Matched $\chi_{c}$ signal. (a) simulation for $i 2$ carbon wire. (b) simulation for $i 1$ tungsten wire. (c) Collective distribution for the summed sample, corresponding to the simulations for $i 2$ and $i 1$ wires. The fit shown on the plots is performed using a Gaussian parametrization. The parameters, also presented on the plots, correspond to number of $\chi_{c}$ events (events), signal position (mean) and width (sigma).

### 5.3.1 Background to $\chi_{c} \rightarrow \gamma J / \Psi$

As mentioned in the introduction to this section, the background to $\chi_{c} \rightarrow \gamma J / \Psi$ consists mainly of random combinations of $J / \Psi$ and photon candidates. Possible correlated contributions to that may come from decays of heavier mesons into $J / \Psi X$. The fraction of $J / \Psi$ originating from $\psi^{\prime}$ decays is about $8 \%$ [20]. The fraction of photons arising from $\psi^{\prime} \rightarrow J / \Psi \pi^{0} \pi^{0}$ decays which pass the energy cut $E>3.0 \mathrm{GeV}$ is negligible, as is the fraction of pions misidentified as photons from $\Psi^{\prime} \rightarrow J / \Psi \pi^{+} \pi^{-}$decays. The production of $b \bar{b}$ pairs in HERA-B is suppressed by a factor of $10^{-3}$ relative to $c \bar{c}$ production. Due to this fact, the number of $J / \Psi$ and $\gamma$ combinations originated in decays of mesons containing $b$-quark ( $\left.\Upsilon, \chi_{b}\right)$ and satisfying the selection criteria is neglegible.

According to Monte Carlo simulations, the fraction of reconstructed $\chi_{c 0} \rightarrow \gamma J / \Psi$ decays is expected to be of the order of $4 \%$ of the observed $\chi_{c}$ signal, which is of the same order as the present statistical uncertainties. Therefore, the contribution to the $\Delta M$ distribution coming from $\chi_{c 0}$ radiative decays can safely be neglected.

In di-electron data additional sources of background to the $\chi_{c} \rightarrow \gamma J / \Psi$ signal have to be taken into account. One of them is the radiative decay $J / \Psi \rightarrow \gamma e^{+} e^{-}$, which has a branching ratio of about $0.88 \times 10^{-3}$ [20]. Beside that, clusters created by $J / \Psi$ decay electrons and clusters due to bremsstrahlung photons emitted by such electrons bring additional correlations to $\Delta M$ spectrum. In order to avoid such unwanted correlations, clusters attributed to $e^{+}$or $e^{-}$from $J / \Psi$ decays are removed from the $\chi_{c}$ search. Reconstructed bremsstrahlung photons are also rejected on the same purpose. On the contrary, bremsstrahlung clusters are not expected in the di-muon data, and the fraction of $J / \Psi$ radiative decays is negligible.

We conclude that, to a large extent, the $\Delta M$ distribution can be considered to consist mainly of random $\gamma J / \Psi$ combinations and real $\chi_{c}$ events. The challenge is, thus, to describe the background as accurately as possible.

### 5.3.2 Event mixing

To get an accurate estimate of the background, the event mixing technique [100] has been applied. The general idea is to exhibit correlations between two particles, e.g. $J / \Psi$ and $\gamma$, coming from the decay $\chi_{c} \rightarrow \gamma J / \Psi$. It consists in using the mass difference distribution obtained using $J / \Psi$ and isolated photons taken from two different events. The intuitive idea supporting this method is that the "mixed" distribution displays all features of the reaction, including the systematics related to experimental device or event reconstruction, except the correlation of interest. At the same time, calculated background distributions resulting from fits, interpolation, phase space, or Monte Carlo prescriptions may miss some aspects of underlying information. In what follows, a mass difference spectrum will be referred to as same event distribution $(\Delta M)$ when the contributing particles are from the same event, and mixed event distribution $\left(\Delta M_{m i x}\right)$ when the particles are taken from different events.

The event mixing is performed by coupling the events we selected for the $\chi_{c} \rightarrow \gamma J / \Psi$
search. Precisely, the event mixing is achieved by pairing isolated photons ${ }^{4}$ from a given event with $J / \Psi$ candidates from a certain number, $N_{r m}$, of previous and successive events. Being exact, we use $N_{r m} / 2$ previous and $N_{r m} / 2$ successive events. In case when the number of previous or successive events is less than $N_{r m} / 2$, we use all of them. We refer to $N_{r m}$ as mixing range.

Several factors have an influence on the choice of the mixing range number. First of all, it is the necessity of a statistically significant background estimate. In order to minimize the statistical uncertainty, we require that the background estimated by event mixing should be, say, an order of magnitude larger than the corresponding same event distribution. On the other hand, the data taken during different period of time might correspond to different detector and trigger conditions. Therefore, it is important that the events, which we use in the mixing, are from the nearest runs. This puts an upper boundary for mixing range number. Another point, which restricts us from using large values for $N_{r m}$, is the demand for minimum computing time, while performing the event mixing. Based on the above considerations, our choice of $N_{r m}$ is ranged between 100 and 400 , depending on the size of the data set.

### 5.3.3 Corrections to the mixed background estimate

Caution should be observed when the analysis of large statistics data samples is performed, as discrepancies between same and mixed event distributions, due to effects which can otherwise be neglected, might become significant. These could lead to wrong estimation of the signal and, thus, introduce systematic errors. Let us mention two of these effects, which are relevant in our analysis.

The first is the fact, that the particles within a given event are kinematically constrained by the transverse momentum conservation:

$$
\begin{equation*}
\vec{p}_{T}=\sum_{i} \vec{p}_{T}^{i}=0 \tag{5.21}
\end{equation*}
$$

where $\vec{p}_{T}^{i}$ in the transverse momentum of $i$-th particle produced in the event. $J / \Psi$, having non-zero transverse momentum, forces the total momentum of the remaining particles in the event to be directed in the opposite side: $\vec{p}_{T}^{J / \Psi}=-\vec{p}_{T}^{r e s t}$. This brings a non-vanishing anti-correlation of momenta $\left\langle\vec{p}_{T}^{J / \Psi} \cdot \vec{p}_{T}^{i}\right\rangle<0$, which, in turn, makes the mean angle between the $J / \Psi$ and other particles larger for real events ${ }^{5}$ than for mixed ones. Accordingly, same event $\Delta M$ distribution appears to be wider than $\Delta M_{m i x}$. In order to minimize the effect of the kinematical constraint in real events one has to introduce a similar constraint in the mixing, thus requiring similar $\vec{p}_{T}$ direction for $J / \Psi$ in both events used for mixing.
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Figure 5.12: Monte Carlo correction to the mixed background distribution due to $\chi_{c}$ photons: (Top left) $\Delta M_{m i x}$ distribution with both background photons and photons hailing from $\chi_{c}$ decays. (Top right) $\Delta M_{m i x}^{\chi_{c} \rightarrow \gamma}$ distribution which includes only $\gamma J / \Psi$ combinations in which photons come from $\chi_{c}$ decays. (Bottom left) $S_{1}-S_{2}$ distribution (see definition in equation (5.28). It gives the correction term $f_{c}(5.35)$, which is added to the $F_{f i t}$, once normalized to the number of signal events (5.34). (Bottom right) Corrected background distribution $\Delta M_{b a c k}$.

To achieve that a cut on the azimuthal angle of $J / \Psi$ is imposed [101]:

$$
\begin{gather*}
|\Delta \phi|=\left|\phi_{i}^{J / \Psi}-\phi_{j}^{J / \Psi}+2 \pi k\right|<0.3 \mathrm{rad} \\
\phi^{J / \Psi}=\operatorname{arctg}\left(\frac{p_{y}^{J / \Psi}}{p_{x}^{J / \Psi}}\right)+\pi n, \tag{5.22}
\end{gather*}
$$

where $i$ and $j$ denote that particles are from different events, $p_{x}^{J / \Psi}$ and $p_{y}^{J / \Psi}$ are measured components of $J / \Psi$ momentum; $n=0$ for $p_{x}^{J / \Psi}>0$ and $n=1$ for $p_{x}^{J / \Psi}<0$. The choice of $k$ is based on the requirement that $|\Delta \phi|$ is minimal, i.e. $k=0, \pm 1$.


Figure 5.13: Event mixing test: (Top) The $\Delta M=M\left(\gamma \mu^{+} \mu^{-}\right)-M\left(\mu^{+} \mu^{-}\right)$ is plotted for cases when $M\left(\mu^{+} \mu^{-}\right)$is taken from the $J / \Psi$ side-bands and $\gamma$ from the same event (points with error bars). The filled histogram shows the $\Delta M_{\text {mix }}$ when $\mu^{+} \mu^{-}$and $\gamma$ are taken from different events. (Bottom) Difference between the $\Delta M$ and $\Delta M_{m i x}$ (points with error bars) is plotted. The filled stripes correspond to 1,2 and 3 standard deviations of the background estimate.

Another source of discrepancy is due to combinations of $\gamma$ coming from $\chi_{c}$ decays with $J / \Psi$ candidates in the mixed $\Delta M_{\text {mix }}$ distribution (Fig. 5.12(top left)). Such $\gamma J / \Psi$ pairs represent unwanted correlations in the background estimated by simple pairing $\gamma$ and $J / \Psi$ from different events. The combinations of $\gamma$, which do not come from $\chi_{c}$ decays, and $J / \Psi$ have the same mass difference distribution no matter whether they belong to the same event or not. This distribution, in fact, is the background distribution we are seeking for ${ }^{6}$ and in the following it is referred to as $\Delta M_{b a c k}$ (Fig. 5.12 (bottom right)). On the contrary, the mass difference distribution for $J / \Psi$ and $\gamma$ coming from two different $\chi_{c}$ mesons (i.e. mixed events) varies from the distribution obtained with the two particles produced in the same $\chi_{c}$ decay ${ }^{7}$. This is because in mixed events, the two different $\chi_{c}$, which emit $J / \Psi$ and $\gamma$, may have a finite relative velocity, and the sum of the two particles momenta in the reference frame of those sources is not zero in general. As a consequence,

[^19]the relative momentum and, hence, mass difference distribution is wider for mixed events, which nevertheless peaks at the position where the signal is expected. In order to avoid such complications we correct the shape of the mixed $\Delta M_{m i x}$ by removing the $\Delta M_{m i x}^{\chi_{c} \rightarrow \gamma}$ part.

Let us consider the $\Delta M_{m i x}$ distribution obtained by pairing the photon from a given event $k$ containing $\chi_{c} \rightarrow \gamma J / \Psi$ decay with the reconstructed $J / \Psi$ from a number $N_{m r}$ other events

$$
\begin{equation*}
\Delta M_{m i x, k}=\Delta M_{b a c k}^{k}+\Delta M_{m i x, k}^{\chi_{c} \rightarrow \gamma} \tag{5.23}
\end{equation*}
$$

We can define the background distribution $\Delta M_{b a c k}^{k}$, normalized to the same event $\Delta M_{k}$ as

$$
\begin{align*}
\left(1 / N_{m r}\right) \Delta M_{\text {back }}^{k} & =\left(1 / N_{m r}\right)\left(\Delta M_{m i x, k}-\Delta M_{m}^{\chi_{c} \rightarrow \gamma}\right) \\
& =\left(1 / N_{m r}\right)\left(N_{m r}\left(N_{\gamma}^{k}+1\right) \cdot S_{1}^{k}-N_{m r} \cdot S_{2}^{k}\right)  \tag{5.24}\\
& =N_{\gamma}^{k} \cdot S_{1}^{k}+\left(S_{1}^{k}-S_{2}^{k}\right) .
\end{align*}
$$

Here the $N_{\gamma}^{k}$ is the number of background photons in the event and $S_{1}$ and $S_{2}$ are the shapes of $\Delta M_{m i x, k}$ and $\Delta M_{m i x, k}^{\chi_{c} \rightarrow \gamma}$ distributions, respectively. The $S_{1}$ and $S_{2}$ are defined as

$$
\begin{align*}
S_{1}^{k} & =\frac{1}{I_{1}^{k}} \Delta M_{m i x, k}  \tag{5.25}\\
S_{2}^{k} & =\frac{1}{I_{2}^{k}} \Delta M_{m i x, k}^{\chi_{c} \rightarrow \gamma} \tag{5.26}
\end{align*}
$$

with $I_{1}^{k}$ and $I_{2}^{k}$ being the integrals of the $\Delta M_{m i x, k}$ and $\Delta M_{m i x, k}^{\chi_{c} \rightarrow \gamma}$ distributions, respectively. Integrating over all events, we obtain the background estimate for the whole data sample:

$$
\begin{equation*}
\frac{N_{J / \Psi}}{N_{m r}} \Delta M_{b a c k}=N_{\gamma} \cdot S_{1}+N_{\chi_{c}} \cdot\left(S_{1}-S_{2}\right) \tag{5.27}
\end{equation*}
$$

Where $N_{J / \Psi}, N_{\gamma}$ and $N_{\chi_{c}}$ are present in the sample numbers of $J / \Psi$ candidates, isolated photons and $\chi_{c} \rightarrow \gamma J / \Psi$ decays, respectively. The shapes $S_{1}$ and $S_{2}$ are defined as

$$
\begin{align*}
& S_{1}=\Delta M_{m i x} / I_{1}=\sum_{k=1}^{N_{J / \Psi}} \frac{1}{I_{1}^{k}} \Delta M_{m i x, k}  \tag{5.28}\\
& S_{2}=\Delta M_{m i x}^{\chi_{c} \rightarrow \gamma} / I_{2}=\sum_{k=1}^{N_{J / \Psi}} \frac{1}{I_{2}^{k}} \Delta M_{m i x, k}^{\chi_{c} \rightarrow \gamma}, \tag{5.29}
\end{align*}
$$

with $I_{1}$ and $I_{2}$ being the integrals of the $\Delta M_{m i x}$ and $\Delta M_{m i x}^{\chi_{c} \rightarrow \gamma}$ distributions, respectively. The difference between the shapes $S_{1}$ and $S_{2}$ is depicted in Fig. 5.12(bottom left).

Following the formula (5.27), the estimation of the background evolves into evaluating the mixed $\Delta M_{m i x}$ distribution and dislodging the $\Delta M_{m i x}^{\chi_{c} \rightarrow \gamma}$ component from it. The latter is evaluated by using Monte Carlo simulations, where we can easily disentangle the contribution of $\gamma J / \Psi$ pairs, with $J / \Psi$ mesons and photons born in $\chi_{c}$ decays picked up from different events (see Fig. 5.12 (upper left plot)).

The conformity of the background estimate is checked by combining $\mu^{+} \mu^{-}$pairs from $J / \Psi$ side bands (i.e. $5 \sigma$ away from $M_{J / \Psi}$ ) with all photon candidates from the same event (Fig. 5.13(top, points with error bars)). The $\Delta M_{m i x}$ distribution obtained trough mixing (Fig. 5.13(top, filled histogram)) should be identical to the "side band" distribution. The difference between the two, indeed, is compatible with zero as demonstrated by Fig. 5.13(bottom).

In summary, the shape of the predominantly combinatorial background in the $\Delta M$ distribution is obtained by combining $J / \Psi$ candidates with photon candidates from different events in the way described above. The same standard selection cuts are applied to both real and mixed events. The mixed distribution, $\Delta M_{m i x}$, in combination with the corrections described above reproduce the shape of the $\Delta M$ distribution everywhere except the $\chi_{c}$ signal.

### 5.3.4 Photon selection optimization

Most widely, the selection criteria is refined by maximization of the signal significance, i.e optimizing the signal to background ratio, defined as

$$
\begin{equation*}
\frac{S}{\sqrt{B+S}} \simeq \frac{S}{\sqrt{B}} \tag{5.30}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{S}{\sqrt{B}} \rightarrow \frac{N_{\chi_{c}}}{\Delta N_{\chi_{c}}} \tag{5.31}
\end{equation*}
$$

where the $\Delta N_{\chi_{c}}$ is the uncertainty in the $N_{\chi_{c}}$ determination. The value $S=N_{\chi_{c}}$ is assumed to be proportional to $N_{J / \Psi} \cdot \varepsilon_{\gamma}$, with $N_{J / \Psi}$ being measured and $\varepsilon_{\gamma}$ being determined from Monte Carlo simulation. The quantity $B$, which is the number of background entries under the signal, contributes significantly to the uncertainty $\Delta N_{\chi_{c}}$.

However, parameter values optimized according to (5.30, 5.31) are quite often inappropriate. One reason, is that the direct use may result in significant decrease in signal abundance. Moreover, it could make the background parametrized by the event mixing to peak under the signal. This is rather problematic for the extraction of the $N_{\chi_{c}}$, because the background distribution fluctuates a lot around its peak. As an example, we consider the cut on the cluster transverse energy, $E_{T}^{c l}$. The optimized cut value, for which the significance (5.30) is maximal, is associated with more than $60 \%$ drop in the number of signal events (see Fig 5.14). Furthermore, a hard $E_{T}^{c l}$ cut leads to the background peaked close to the signal position, bringing additional uncertainties in the estimation of the number of reconstructed $\chi_{c}$ particles (see Fig. 5.15). Under such circumstances our choice of the selection criteria presented in previous sections was based on the following principles:

- Keep the shape of the background under the $\chi_{c}$ signal as simple and stable as possible.

Figure 5.14: (To the right) Cut on cluster transverse energy $E_{T}^{c l}$. Top: Significance versus the cut value. Bottom: Efficiency of the cut with respect to the simulated signal (dots) and measured background (solid line) for different values of the $E_{T}^{c l}$ cut.

Figure 5.15: An example of $\Delta M$ distribution obtained in di-muon triggered data, when $E_{T}^{c l}>250(\mathrm{MeV})$ cut is applied.




- The losses in the signal should not exceed the level of, say, $20 \%$, as estimated using Monte Carlo simulations.

Following such consideration, we tried to find a combination of the selection criteria which would keep the background peak far from the signal position and, at the same time, not cause big signal losses. The stability of the background estimate with respect to the cuts was checked by comparing $\Delta M$ distribution with no $\chi_{c}$ inside ${ }^{8}$ with the mixed $\Delta M$ obtained for the given data set.

### 5.3.5 Fit to mass difference distribution

To extract the signal we perform a fit to the same event $\Delta M$ distribution with a nonanalytical background description. In the fit, we used a function $\mathcal{F}_{s}$ for the parametrization of the signal and the $\Delta M_{\text {back }}$ distribution for the background description:

$$
\begin{equation*}
F_{f i t}=\mathcal{F}_{s}+C_{s} \cdot \Delta M_{b a c k} \tag{5.32}
\end{equation*}
$$

[^20]Here $C_{s}$ is the normalization factor of the background distribution. The precise description of the estimation of $\Delta M_{b a c k}$ is given in the subsection 5.3.3 (see equation (5.27), Fig. 5.12 (bottom right)). $\mathcal{F}_{s}$ can be represented either by a single Gaussian or by combination of two Gaussians. From the Monte Carlo we expect a mass resolution for the $\chi_{c}$ signal of about $37-39 \mathrm{MeV} / \mathrm{c}^{2}$, which is comparable to the mass difference between $\chi_{c 1}$ and $\chi_{c 2}$ states (Table 5.1). With the present statistics, it is insufficient to separate the $\chi_{c 1}$ and $\chi_{c 2}$ states. Therefore, a single Gaussian is used to describe the signal:

$$
\begin{equation*}
\mathcal{F}_{s}=N_{\chi_{c}} \cdot \frac{d x}{\sqrt{2 \pi} \sigma_{\Delta M_{\chi_{c}}}} \exp \left[-\frac{\left(\Delta M-\langle\Delta M\rangle_{\chi_{c}}\right)^{2}}{2 \sigma_{\Delta M_{\chi_{c}}}^{2}}\right] \tag{5.33}
\end{equation*}
$$

where $N_{\chi_{c}}$ is the integral of the Gaussian, which corresponds to the number of signal events; $\langle\Delta M\rangle_{\chi_{c}}$ and $\sigma_{\Delta M_{\chi_{c}}}$ are the mean value and width of the Gaussian, respectively; $d x$ is the bin width of the histograms representing the distributions. Replacing the $\Delta M_{b a c k}$ with the value defined in the formula (5.27) the fit function (5.32) becomes ${ }^{9}$

$$
\begin{gather*}
F_{f i t}(x)=N_{\chi_{c}} \cdot\left(\frac{d x}{\sqrt{2 \pi} \sigma_{\Delta M_{\chi_{c}}}} \exp \left[-\frac{\left(\Delta M-\langle\Delta M\rangle_{\chi_{c}}\right)^{2}}{2 \sigma_{\Delta M_{\chi_{c}}}^{2}}\right]+f_{c}\right)+C_{s} \cdot \Delta M_{m i x}  \tag{5.34}\\
f_{c}=\left(S_{1}-S_{2}\right)=\frac{\Delta M_{m i x}}{I_{1}}-\frac{\Delta M_{m i x}^{\chi_{c}}}{I_{2}} \tag{5.35}
\end{gather*}
$$

Here $\Delta M_{m i x}$ represents the mixed event distribution which contains all $\gamma J / \Psi$ combinations (Fig. 5.12(top left)). It is obtained in the event mixing by taking into account the requirement (5.22). $\Delta M_{m i x}^{\chi_{c} \rightarrow \gamma}$ represents the distributions with combinations of $J / \Psi$ and $\chi_{c}$ photons belonging to different events (Fig. 5.12(top right)). $I_{1}$ and $I_{2}$ are the integrals of the $\Delta M_{m i x}$ and $\Delta M_{m i x}^{\chi_{c} \rightarrow \gamma}$ distributions, respectively. The parameters $N_{\chi_{c}},\langle\Delta M\rangle_{\chi_{c}}$, $\sigma_{\Delta M_{\chi c}}$ and $d x$ are the same as in the (5.33), while the shapes $S_{1}$ and $S_{2}$ are given by equations (5.28-5.29) (see also Fig. 5.12 (bottom left)). The parametrization (5.34-5.35) accommodates, thus, two corrections to the mixed mass difference distribution (see equations (5.22) and (5.27)).

We use the Monte Carlo simulation to test the parametrization. For that, we compare the output from the fit to $\Delta M$ distributions to the signal obtained through the matching (see subsection 5.2.5). From the results of the comparison (see Fig. 5.16) we conclude that the parametrization given by (5.34) provides a reliable description of the signal and background.

The importance of the corrections to the mass difference distribution obtained in the mixing is evaluated by performing the fit with exclusion of one of the corrections or both of them. This corresponds to three situations:

- We do not use the corrections due to the kinematical constraint in the same event distribution (see equation (5.22)), but we take into account the correlations in the
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(a)

(c)

Figure 5.16: Comparison of the results from fit to $\Delta M$ and matching. The dots with error bars show the signal (after background subtraction) resulting from the fit according to parametrization (5.34), whereas the filled histogram shows the signal obtained through the matching procedure. The distributions correspond to the simulation for $i 2$ carbon wire.

(b)

Figure 5.17: Effect of the corrections to the mixed background on the fit results. In the fit to $\Delta M$ : (a) The effect of correlations due to the kinematical constraint in the same event distribution is not taken into account (case I).
(b) The effect of correlations due to the $\gamma J / \Psi$ combinations with photons hailing from $\chi_{c} \rightarrow \gamma J / \Psi$ decays is not taken into account (case II). (c) Both effects are not taken into account (case III). As in Fig. 5.16, the distributions correspond to the simulation for $i 2$ carbon wire.


Figure 5.18: The same as in Fig. 5.17(a) but distribution correspond to carbon data.
mixed $\Delta M_{m i x}$ distribution due to the $\gamma J / \Psi$ combinations in which photons originate in $\chi_{c} \rightarrow \gamma J / \Psi$ decays (see equation 5.27). We will refer to the fit performed under such conditions as case I.

- In the case $I I$ we do not balance the correlations due to the $\gamma J / \Psi$ combinations with photons hailing from $\chi_{c} \rightarrow \gamma J / \Psi$ decays (5.27). We consider, however, the effect of the kinematical constraint in the same event distribution (5.22).
- At last, we neglect both of the modifications to the mixed $\Delta M_{\text {mix }}$ (case III).

We inspect the three cases above by performing the fit to the simulated mass difference distribution and compare the fit output with the matched $\chi_{c}$ signal. The results corresponding to case II and case III end in the wrong description of the signal and background as it can be seen in Fig $5.17(\mathrm{~b}, \mathrm{c})$. Surprisingly, when we use the parametrization corresponding to case $I$, the signal estimated in the fit is close to the matched one. However, the description of the lower part of the $\Delta M$ distribution is rather deficient as it is shown in Fig. 5.17(a). This is even more pronounced in data (see Fig. 5.18). Therefore, the parametrization (5.34), which includes both corrections to the mixed mass difference distribution, is used to extract the signal. It is important to notice one substantial specificity of parametrization (5.34), related to the uncertainty in the signal determination resulting from the fit:

- the signal uncertainty, which results from the fit to $\Delta M$, includes the ambiguity due to adjustment to the shape of the background estimated in the mixing (term $f_{c}$ in equation 5.34).

Issues related to the signal error, resulting from to the fit to $\Delta M$, will be discussed further in section 6.4, where we will present a study of systematic uncertainties.

The two following sections summarize the results of the reconstruction of the $\chi_{c} \rightarrow$ $\gamma J / \Psi$ decays, with $J / \Psi$ detected via its leptonic decays.

## $5.4 \chi_{c}$ results: $\mu^{+} \mu^{-}$triggered data

In this section, the results obtained using di-muon data will be presented. First, we will introduce the $\chi_{c}$ signal produced in proton-Carbon $\left({ }^{12} \mathrm{C}\right)$ interactions in year 2002 with the single $i 2$ wire. Then we will extend to all carbon data ( $i 2$ and $b 2$ wires) collected with di-muon trigger. In a next attempt the signals, corresponding to collisions of protons with Tungsten $\left({ }^{184} \mathrm{~W}, i 1\right.$ and $o 2$ wires) and Titanium ( ${ }^{48} \mathrm{Ti}, b 2$ wire) targets, will be discussed. At the end, we will present a combined $\chi_{c}$ signal, obtained on a full di-muon data set, which corresponds to about 129,000 reconstructed $J / \Psi \rightarrow \mu^{+} \mu^{-}$at the present selection level. The results related to di-electron triggered data will be considered in section 5.5.

Table 5.3: Summary of the cuts used to reconstruct $\chi_{c} \rightarrow \gamma J / \Psi$, with $J / \Psi \rightarrow \mu^{+} \mu^{-}$and $\gamma$ reconstructed in the ECAL.

| Cut | Value | Efficiency |
| :---: | :---: | :---: |
| Additional J/T cut: |  |  |
| MUON likelihood for $J / \Psi$ tracks | $L_{\mu}>0.7$ | 80.3 \% |
| $\chi_{c}$ 's photons selection: |  |  |
| Inner most part of ECAL is excluded | $x_{c l}^{2} / 4+y_{c l}^{2}>484 \mathrm{~cm}$ | 86.9 \% |
| Energy of the cluster | $E>3 \mathrm{GeV}$ | 84.0 \% |
| Transverse energy of the cluster | $E_{T}>0.1 \mathrm{GeV}$ | 99.5 \% |
| Cluster shape | asym $>0.8$ | 95.8 \% |
| Long charged track Short charged tracks | $\begin{aligned} & \text { suppressed } \\ & \left\|(p x / p z)_{\text {track }}-(p x / p z)_{\text {cluster }}\right\|<0.1 \\ & \left\|(p y / p z)_{\text {track }}-(p y / p z)_{\text {cluster }}\right\|<0.1 \end{aligned}$ | 82.5 \% |
| Rejection of photons from $\pi^{0} \rightarrow \gamma \gamma$ | $0.095<M_{\gamma \gamma}<0.175 \mathrm{GeV} / \mathrm{c}^{2}$ | 90.3 \% |
| Total |  | 51.8 \% |

Table 5.3 summarizes the requirements used for $J / \Psi \rightarrow \mu^{+} \mu^{-}$and isolated photon searches, together with the selection cut efficiencies obtained with Monte Carlo simulations. Although studied extensively with the $i 2$ Carbon wire, these selection criteria were then extended to the other data sets, such that the photon selection used in the analysis was identical for different target materials.

### 5.4.1 Proton-Carbon collisions

We start our discussion with the signal corresponding to the data set obtained with single $i 2$ (C) wire in 2002. The reason for doing that is that we have used these data extensively for the selection optimization. The $\Delta M$ spectra for data and for Monte Carlo simulations for $i 2$ wire are presented in Fig. 5.19 and Fig. 5.20, respectively. They are shown along with the fit, performed according to parametrization (5.34). The distributions exhibit an enhancement around $420-440 \mathrm{MeV} / \mathrm{c}^{2}$, which we associate with the $\chi_{c}$ signal corre-


Figure 5.19: On the left: The $\Delta M$ distribution for carbon data ( $i 2$ wire) from 2002. The presented fit is performed by using the parametrization (5.34). The fit parameters, events, mean, sigma and b.scale, shown in the plot, correspond to the number of $\chi_{c}$ events, $N_{\chi_{c}}^{i 2}$, position of the signal, $\langle\Delta M\rangle_{\chi_{c}}^{i 2}$, its width, $\sigma_{\Delta M_{\chi_{c}}}^{i 2}$, and the normalization of the background, respectively. The filled histogram represents the combinatorial background estimated by event mixing. On the right: The background subtracted signal is shown. Solid line correspond to a Gaussian from the fit to the $\Delta M$.


Figure 5.20: The same as in Fig. 5.19 except the $\Delta M$ distributions correspond to the simulation for carbon wire $i 2$.

Table 5.4: $\chi_{c}$ in i2(C) data from 2002. The number of selected $J / \Psi$ events $\left(N_{J / \Psi}^{i 2}\right)$, the number of $J / \Psi$ 's passing the $\left|M_{J / \Psi}-3.093\right|<0.1 \mathrm{GeV} / \mathrm{c}^{2}$ mass window ( $N_{J / \Psi}^{i 2}$ m.w. $)$, the number of observed $\chi_{c}\left(N_{\chi c}^{i 2}\right)$ as well as signal position $\left(\langle\Delta M\rangle_{\chi_{c}}^{i 2}\right)$, width $\left(\sigma_{\Delta M_{\chi c}}^{i 2}\right)$ and $\chi^{2}$ per degree of freedom for the $\Delta M$ fit. The quoted errors are statistical.

| $i 2$ data (carbon) from 2002 |  |
| :--- | :--- |
| $N_{J / \Psi}$ | $20242 \pm 161$ |
| $N_{J / \Psi}^{m} . w$. | $19865 \pm 158$ |
| $N_{\chi_{c}}^{i 2}$ | $1240 \pm 310$ |
| $\langle\Delta M\rangle_{\chi_{c}}^{i 2}, G e V / c^{2}$ | $0.426 \pm 0.006$ |
| $\sigma_{\Delta M_{\chi}}^{i 2}, G e V / c^{2}$ | $0.040 \pm 0.008$ |
| $\left(\chi^{2} / \text { n.d.f. }\right)_{\chi_{c} \text { fit }}$ | $105.1 / 85$ |


| All carbon data $(i 2$ and $b 1)$ |  |
| :--- | :--- |
| $N_{J / \Psi}$ | $81607 \pm 322$ |
| $N_{J / \Psi}^{m} . w$ | $79722 \pm 315$ |
| $N_{\chi_{c}}^{C}$ | $4807 \pm 576$ |
| $\langle\Delta M\rangle_{\chi_{c}}^{C}, G e V / c^{2}$ | $0.431 \pm 0.003$ |
| $\sigma_{\Delta M M_{\chi}}^{C}, G e V / c^{2}$ | $0.041 \pm 0.004$ |
| $\left(\chi^{2} / \text { n.d.f. }\right)_{\chi_{c}}$ fit | $105.2 / 85$ |

Table 5.5: The same as Table 5.4 but for entire carbon data sample.
sponding to the sum of the two charmonium states $\chi_{c 1}$ and $\chi_{c 2}$. In the fit, the position, width and normalization of the Gaussian, as well as the normalization of the background, are left free. We observe

$$
N_{\chi_{c}}^{i 2}=1240 \pm 310
$$

$\chi_{c} \rightarrow \gamma J / \Psi$ decays in the $i 2$ sample from 2002. The width of the Gaussian obtained from the fit to the data,

$$
\sigma_{\Delta M_{\chi c}}^{i 2}=40 \pm 8 \mathrm{MeV} / \mathrm{c}^{2}
$$

is compatible with the Monte Carlo prediction (36-39 MeV/c ; see Fig. 5.11,5.20). The position of the Gaussian in data,

$$
\langle\Delta M\rangle_{\chi_{c}}^{i 2}=426 \pm 6 \mathrm{MeV} / \mathrm{c}^{2}
$$

is slightly smaller than the Monte Carlo estimate ( $439-441 \mathrm{MeV} / \mathrm{c}^{2}$; see Fig. 5.20,5.11). This can be related to the $\chi_{c 1}$ to $\chi_{c 2}$ ratio used to generate Monte Carlo events. This ratio may be smaller than the actual one leading to a larger fraction of $\chi_{c 2}$ events in the $\chi_{c}$ signal compared to the data. As a result, the position of the $\chi_{c}$ signal is shifted towards $\chi_{c 2}$ mass is the simulations. It can also be an effect of misalignment and miscalibration. Nevertheless, such effects should be of small order, as far as both values (i.e. position of the Gaussian in the data and the simulation) are approaching each other within the given uncertainties. The background subtracted distributions are shown on the left plots of Fig.5.19-5.20. Outside the $\chi_{c}$ signal, both Monte Carlo and data distributions show similar behavior: flat with larger fluctuations around the peak of the background distributions. Although, the absolute values of the deviations are large they are distributed essentially


Figure 5.22: The same as in Fig. 5.19 except the $\Delta M$ distributions correspond to all di- $\mu$ triggered data obtained with carbon wires $i 2$ and $b 1$.
within one standard deviation (see Fig. 5.13), peaking around zero. The significance of the signal, defined as $N_{\chi_{c}} / \Delta N_{\chi_{c}}$ the signal to the square root of the background (see equation 5.31), is about 4 standard deviations. The number of $\chi_{c}$ events as well as the number of $J / \Psi$ events are summarized in Table 5.4.

Extending our analysis to all carbon data ( $i 2$ and $b 1$ wires (Fig. 5.21) in several configurations, see Table 4.1) collected in di-muon channel during HERA-B operation in 2002-2003, which accommodate about $81,600 \mathrm{~J} / \Psi$ particles, we reconstruct

$$
\begin{equation*}
N_{\chi_{c}}^{C}=4807 \pm 576 \tag{5.36}
\end{equation*}
$$

$\chi_{c}$ events. The corresponding $\Delta M$ distribution is presented in Fig. 5.22(left) and in Fig. 5.22(right) after background subtraction. The features it exhibits are similar to that observed in $i 2$ sample from 2002. The fit of the distribution is identical to the fit described above. The resulting parameters are shown in summary form in Table 5.5. They comply
with the values obtained using smaller data sample corresponding to $i 2$ data recorded in 2002.

### 5.4.2 Proton-Tungsten collisions

The di-muon data set obtained in the interaction of protons with nuclei of tungsten wires $i 1$, o2 as well as $b 2$ in 2003 (see Fig. 5.23), correspond to about 40,300 reconstructed $J / \Psi \rightarrow \mu^{+} \mu^{-}$decays. The resulting $\Delta M$ distribution is shown in Fig. 5.24(left). As in the case of carbon data, the fit, shown in the plots, is performed according to the parametrization given by equation (5.34). The position, normalization of the Gaussian and the normalization of the background are left free in the fit. However, due to a large particle multiplicity produced in $p W$ interaction the width of the Gaussian is fixed. The large multiplicity results in a higher level of background under $J / \Psi$ signal compared to carbon data. This, in turn, increase combinatorics in the $\Delta M$ spectrum in case of tungsten data, and, thus, dilutes the $\chi_{c}$ signal. As a consequence, the fit with the width being a free parameter may result in a significant deviation in the number of signal events. In this light, we fix the width of the Gaussian in the fit to $\Delta M$ to $38 \mathrm{MeV} / \mathrm{c}^{2}$, relying on the Monte Carlo results for the width of the $\chi_{c}$ signal (Fig. 5.11(b)). The uncertainty related to it is taken into account in the estimation of systematic error, as will be described in section 6.4.

Table 5.6: $\chi_{c}$ in proton-Tungsten collisions. The number of selected $J / \Psi$ events $\left(N_{J / \Psi}^{W}\right)$, the number of $J / \Psi$ 's passing the $\left|M_{J / \Psi}-3.093\right|<0.1 \mathrm{GeV} / \mathrm{c}^{2}$ mass window $\left(N_{J / \Psi}^{W}\right.$ m.w. $)$, the number of observed $\chi_{c}\left(N_{\chi_{c}}^{W}\right)$ as well as signal position $\left(\langle\Delta M\rangle_{\chi_{c}}^{W}\right)$, width $\left(\sigma_{\Delta M_{\chi_{c}}}^{W}\right)$ and $\chi^{2}$ per degree of freedom for the $\Delta M$ fit. The quoted errors are statistical.

| All tungsten(W) data |  |
| :--- | :--- |
| $(i 1, o 2$ and $b 2$ from 2003 $)$ |  |
| $N_{J / \Psi}$ | $40301 \pm 241$ |
| $N_{J / \Psi}^{m} \cdot w$. | $39253 \pm 235$ |
| $N_{\chi c}^{W}$ | $1907 \pm 283$ |
| $\langle\Delta M\rangle_{\chi c}^{W}, G e V / c^{2}$ | $0.425 \pm 0.006$ |
| $\sigma_{\Delta M_{\chi c}}^{W}, G e V / c^{2}$ | $0.038($ fixed $)$ |
| $\left(\chi^{2} / \text { n.d.f. }\right)_{\chi_{c} \text { fit }}^{W}$ | $90.1 / 86$ |

The number of $\chi_{c}$ radiative decays reconstructed for tungsten data is

$$
N_{\chi_{c}}^{W}=1907 \pm 283 .
$$

The position of the reconstructed $\chi_{c}$ peak, resulting from the fit,

$$
\langle\Delta M\rangle_{\chi_{c}}^{W}=425 \pm 6 \mathrm{MeV} / \mathrm{c}^{2}
$$

agrees well with the corresponding quantity of the $\chi_{c}$ signal obtained with carbon wire (see Table 5.5). It is also shifted towards lower values in $\Delta M$ distribution compared to the Monte Carlo expectation. The distribution with the subtracted background is shown in Fig. 5.24(right). As in carbon case, it is flat outside the signal region with larger uncertainties in the lower part. The numbers related to the $\chi_{c}$ signal for tungsten data are given in Table 5.6.


Figure 5.23: Tungsten data. $z$ coordinate of reconstructed di-muon vertex. The three peaks correspond to $o 2, b 2$ and $i 1$ tungsten wires as denoted on the picture. The wire $b 2$ originally was made of carbon and was charged to tungsten later (see Table 3.1). The wire separation in case of double-wire operation is done by comparing the coordinates of reconstructed di-muon vertex and target (4.3).



Figure 5.24: On the left: The $\Delta M$ distribution for tungsten data ( $i 1, o 2$ and $b 2$ in 2002 wires). The presented fit is performed by using the parametrization (5.34). The fit parameters, events, mean, sigma and b.scale, shown in the plot, correspond to the number of $\chi_{c}$ events, $N_{\chi_{c}}^{W}$, position of the signal, $\langle\Delta M\rangle_{\chi_{c}}^{W}$, its width, $\sigma_{\Delta M_{\chi c}}^{W}$, and the normalization of the background, respectively. In the fit, the width of the Gaussian is fixed to the values of $38 \mathrm{MeV} / \mathrm{c}^{2}$. The filled histogram represent the combinatorial background estimated by event mixing. On the right: The background subtracted signal is shown. Solid line correspond to a Gaussian from the fit to the $\Delta M$.

### 5.4.3 Proton-Titanium collisions

The data set corresponding to proton-titanium interactions were obtained with $b 2$ wire in 2002. The data set correspond to about 6,800 reconstructed $J / \Psi \rightarrow \mu^{+} \mu^{-}$decays. The resulting $\Delta M$ distribution is shown in Fig. 5.25 (left), along with the fit (5.34) (solid line) and the combinatorial background estimated by event mixing (filled histogram). In the fit to $\Delta M$, the width of the signal is fixed to $\sigma_{\Delta \chi_{\chi c}}^{T i}=38 \mathrm{MeV} / \mathrm{c}^{2}$. Other parameters

Table 5.7: $\chi_{c}$ in proton-Titanium collisions. The number of selected $J / \Psi$ events $\left(N_{J / \Psi}^{T i}\right)$, the number of $J / \Psi$ 's passing the $\left|M_{J / \Psi}-3.093\right|<0.1 \mathrm{GeV} / \mathrm{c}^{2}$ mass window $\left(N_{J / \Psi}^{T i m e w \cdot}\right)$, the number of observed $\chi_{c}\left(N_{\chi c}^{T i}\right)$ as well as signal position $\left(\langle\Delta M\rangle_{\chi c}^{T i}\right)$, width $\left(\sigma_{\Delta M_{\chi c}}^{T i}\right)$ and $\chi^{2}$ per degree of freedom for the $\Delta M$ fit. The quoted errors are statistical.

| All titanium (b2 in 2002) data |  |
| :--- | :--- |
| $N_{J / \Psi}$ | $6806 \pm 97$ |
| $N_{J / \Psi}^{m} \cdot w$. | $6669 \pm 95$ |
| $N_{\chi_{c}}^{T i}$ | $339 \pm 113$ |
| $\langle\Delta M\rangle_{\chi_{c}}^{T i}, G e V / c^{2}$ | $0.431 \pm 0.012$ |
| $\sigma_{\Delta M_{\chi c}}^{T i}, G e V / c^{2}$ | $0.038($ fixed $)$ |
| $\left(\chi^{2} / n . d . f .\right)_{\chi_{c} \text { fit }}$ | $111.9 / 85$ |

describing the signal as well as background normalization are left free. We reconstruct

$$
N_{\chi_{c}}^{T i}=339 \pm 113
$$

$\chi_{c}$ events for titanium data. The signal significance (5.31) is about three standard deviations. The position of the signal,

$$
\langle\Delta M\rangle_{\chi_{c}}^{T i}=431 \pm 12 \mathrm{MeV} / \mathrm{c}^{2}
$$

resulting from the fit, is in agreement with the results obtained with other target materials as well as with Monte Carlo expectation, although being associated with large uncertainties. The bulky errors reflect limited statistics and ambiguities in the background estimate. This is clearly evident in the background subtracted distribution (Fig. 5.25(right)), which exhibits large fluctuations in the lower part of the spectrum. Table 5.7 summarizes the numbers related to the $\chi_{c}$ signal obtained in collisions of protons with titanium wire.

### 5.4.4 Combined signal

Combining all events, recorded with di-muon trigger and passed the selection described above, we obtain a set of data corresponding to about 129,000 reconstructed $J / \Psi$. The resulting $\Delta M$ distribution, demonstrating a clear $\chi_{c}$ signal, is shown in Fig. 5.26(left). The fit to the $\Delta M$ distribution is also presented in the plot. All parameters are left free in the fit. In total, we detect

$$
N_{\chi c}^{\mu \mu}=6729 \pm 729
$$

Table 5.8: $\chi_{c}$ in combined di-muon data set. The number of selected $J / \Psi$ events $\left(N_{J / \Psi}\right)$, the number of $J / \Psi$ 's passing the $\left|M_{J / \Psi}-3.093\right|<0.1 G e V / c^{2}$ mass window $\left(N_{J / \Psi}^{m \cdot w \cdot}\right)$, the number of observed $\chi_{c}\left(N_{\chi_{c}}^{\mu \mu}\right)$ as well as signal position $\left(\langle\Delta M\rangle_{\chi_{c}}^{\mu \mu}\right)$, width ( $\sigma_{\Delta M_{\chi c}}^{\mu \mu}$ ) and $\chi^{2}$ per degree of freedom for the $\Delta M$ fit. The quoted errors are statistical.

| All di- $\mu$ data |  |
| :--- | :--- |
| $N_{J / \Psi}$ | $129016 \pm 421$ |
| $N_{J / \Psi}^{m, w .}$ | $126049 \pm 411$ |
| $N_{\chi_{c}}^{\mu \mu}$ | $6729 \pm 729$ |
| $\langle\Delta M\rangle_{\chi_{c}}^{\mu \mu}, G e V / c^{2}$ | $0.429 \pm 0.003$ |
| $\sigma_{\chi_{c}}^{\mu \mu}, G e V / c^{2}$ | $0.040 \pm 0.003$ |
| $\left(\chi^{2} / \text { n.d.f. }\right)_{\chi_{c} \text { fit }}$ | $115.9 / 85$ |



Figure 5.25: On the left: The $\Delta M$ distribution for titanium data ( $b 2$ wire in 2002). The presented fit is performed by using the parametrization (5.34). The fit parameters, events, mean, sigma and b.scale, shown in the plot, correspond to the number of $\chi_{c}$ events, $N_{\chi_{c}}^{T i}$, position of the signal, $\langle\Delta M\rangle_{\chi_{c}}^{T i}$, its width, $\sigma_{\Delta M_{\chi}}^{T i}$, and the normalization of the background, respectively. The filled histogram represents the combinatorial background estimated by event mixing. On the right: The background subtracted signal is shown. Solid line correspond to a Gaussian from the fit to the $\Delta M$.


Figure 5.26: On the left: The $\Delta M$ distribution for combined data set. The presented fit is performed by using the parametrization (5.34). The fit parameters, events, mean, sigma and b.scale, shown in the plot, correspond to the number of $\chi_{c}$ events, $N_{\chi_{c}}$, position of the signal, $\langle\Delta M\rangle_{\chi_{c}}$, its width, $\sigma_{\Delta M_{\chi_{c}}}$, and the normalization of the background, respectively. The filled histogram represents the combinatorial background estimated by event mixing. On the right: The background subtracted signal is shown. Solid line correspond to a Gaussian from the fit to the $\Delta M$.

Table 5.9: $\chi_{c}$ signal for di-muon data sets. Presented are the numbers of $\chi_{c}$ decays reconstructed for carbon, $N_{\chi_{c}}^{C}$, tungsten, $N_{\chi_{c}}^{W}$, titanium, $N_{\chi_{c}}^{T i}$, and combined, $N_{\chi_{c}}$, data sets.

| $N_{\chi_{c}}^{C}$ | $N_{\chi_{c}}^{W}$ | $N_{\chi_{c}}^{T i}$ | $N_{\chi_{c}}$ |
| :---: | :---: | :---: | :---: |
| $4807 \pm 576$ | $1907 \pm 283$ | $339 \pm 113$ | $6729 \pm 729$ |

$\chi_{c} \rightarrow \gamma J / \Psi$ radiative decays. The width of the Gaussian resulting from the fit,

$$
\sigma_{\Delta M_{\chi_{c}}}^{\mu \mu}=40 \pm 3 \mathrm{MeV} / \mathrm{c}^{2}
$$

is in an excellent agreement with the value obtained from the carbon data analysis. It also agrees with the Monte Carlo expectation $\left(\sim 38 \mathrm{MeV} / \mathrm{c}^{2}\right)$. The position of the signal, obtained from the fit to data,

$$
\langle\Delta M\rangle_{\chi_{c}}^{\mu \mu}=429 \pm 3 \mathrm{MeV} / \mathrm{c}^{2}
$$

is similar to the carbon and tungsten results, and is shifted with respect to the Monte Carlo expectations. The background subtracted distribution is shown on the 5.26(right). The numbers related to the signal are displayed in Table 5.8. In short, the combined $\chi_{c}$ signal and related $\Delta M$ distribution exhibit all aspects apparent in the results corresponding to data sets attributed to a particular target material.

Table 5.9 presents a summary of the results of the $\chi_{c}$ search for di-muon triggered data.

## 5.5 $\chi_{c}$ results: $e^{+} e^{-}$triggered data

The di-electron events used in this analysis were obtained with the single $i 2$ carbon wire in operation. The data set corresponds to about 16,000 reconstructed $J / \Psi \rightarrow e^{+} e^{-}$ decays, which comprises about $12 \%$ of the available statistics in this channel. As in the di-muon case we split the study in two phases. As the first step, we tried to test our analysis on a part of data, aiming to clarify and solve possible problems. At the second step, we considered to extend further to the whole statistics. However, the analysis of di-electron data represents a higher complexity compared to the di-muon channel. In this respect, we have encountered some difficulties, namely in modeling the background under $\chi_{c}$, which obstructed us in advancing beyond the first step. Therefore, we present only the information that we have learned using a small part of di-electron data.

As far as we operate with rather limited statistics in this case, a loose selection of $J / \Psi \rightarrow e^{+} e^{-}$decays is chosen (see subsection 4.3.3 and Fig. 4.21(a)). In principle, it is possible to improve the signal to background ratio by applying additional requirements such as cut in harder $E / p$ distribution and study of the track-ECAL match (see subsection 4.4.4). We notice, however, that the cumulative effect of such cuts is different for data and Monte Carlo. Additional cuts for data reduce the signal by $7 \%$ more compared

Table 5.10: Summary of photon selection criteria in di-electron channel.

| Cut | Value | Efficiency |
| :--- | :--- | :--- |
| Inner most part of ECAL is excluded | $x^{2} / 4+y^{2}>484 c m$ | $86.7 \%$ |
| Energy of the cluster | $E>3 \mathrm{GeV}$ | 85.1 |
| Transverse energy of the cluster | $E_{T}>0.1 \mathrm{GeV}$ | $99.4 \%$ |
| Cluster shape | asym $>0.8$ | $96.3 \%$ |
| Long charged track <br> Short charged tracks | suppressed <br> $\left\|(p x / p z)_{\text {track }}-(p x / p z)_{\text {cluster }}\right\|<0.1$ <br> $\left\|(p y / p z)_{\text {track }}-(p y / p z)_{\text {cluster }}\right\|<0.1$ | $81.7 \%$ |
| Rejection of photons from $\pi^{0} \rightarrow \gamma \gamma$ | $0.095<M_{\gamma \gamma}<0.175 \mathrm{GeV} / \mathrm{c}^{2}$ | $89.3 \%$ |
| $e$ bremsstrahlung clusters | rejected | $100 \%$ |
| $e$ ECAL clusters | rejected | $100 \%$ |
| Total | $51.5 \%$ |  |

Table 5.11: $\chi_{c}$ in di-electron data. The number of selected $J / \Psi$ events $\left(N_{J / \Psi}^{e e}\right)$, the number of $J / \Psi$ 's passing the $\left|M_{J / \Psi}-3.093\right|<0.1 \mathrm{GeV} / \mathrm{c}^{2}$ mass window $\left(N_{J / \Psi}^{e e m . w \cdot}\right)$, the number of observed $\chi_{c}\left(N_{\chi_{c}}^{e e}\right)$ as well as signal position $\left(\langle\Delta M\rangle_{\chi_{c}}^{e e}\right)$, width $\left(\sigma_{\Delta M_{\chi c}}^{e e}\right)$ and $\chi^{2}$ per degree of freedom for the $\Delta M$ fit. The quoted errors are statistical.

| Di-electron data from 2002, <br> $i 2(\mathrm{C})$ <br> wire |  |
| :--- | :--- |
| $N_{J / \Psi}^{e e}$ | $15260 \pm 361$ |
| $N_{J / \Psi . w .}^{e e m}$ | $15260 \pm 361$ |
| $N_{\chi e}^{e e}$ | $627 \pm 176$ |
| $\langle\Delta M\rangle_{\chi_{c}}^{e e}, G e V / c^{2}$ | $0.429 \pm 0.009$ |
| $\sigma_{\Delta M_{\chi}}^{e e}, G e V / c^{2}$ | 0.038 fixed |
| $\left(\chi^{2} / n . d . f .\right)_{\chi_{c} \text { fit }}$ | $97.3 / 86$ |

to Monte Carlo (see Fig. 4.21-4.20 and Table 4.5). The usage of such requirements may cause trouble, as we use Monte Carlo simulation for efficiency studies. Hence, we do not apply such cuts, trying to avoid possible complications.

The photon selection is similar to that used in di-muon data analysis. The only difference is that the clusters assigned to $e^{+}$or $e^{-}$tracks or reconstructed as a bremsstrahlung photon are removed from the search for isolated photon. Table 5.10 summarizes the requirements used to select $\gamma$ candidate in search for $\chi_{c} \rightarrow \gamma J / \Psi$, where $J / \Psi \rightarrow e^{+} e^{-}$. The corresponding $\Delta M$ distribution is shown in Fig. 5.27 (left). The fit (5.34) to the $\Delta M$ distribution are also presented in the plot. The background subtracted distribution is shown in Fig. 5.27(right). In the mass difference spectrum, at the place where signal is expected, we observe an enhancement of events corresponding to about 3 standard deviations above the background ${ }^{10}$. It is attributed to the $\chi_{c}$ signal, which comprises two, $\chi_{c 1}$ and $\chi_{c 2}$, charmonium states. In the present situation, however, the background estimated by event mixing (filled histogram in Fig. 5.27(left)) is rather poor and fails to describe the part corresponding to the lower values of $\Delta M$. As it can be seen from the subtracted distribution (Fig. 5.27(b)) the deviations around the background peak are

[^22]quite significant. The Monte Carlo distributions exhibit similar feature (Fig. 5.28). In order to minimize negative effects due to discrepancies in background description, we fix, in the fit, the width of the Gaussian to $38 \mathrm{MeV} / \mathrm{c}^{2}$, the value predicted by Monte Carlo simulation (Fig. 5.29). The origin of the discrepancies present in the background estimate is not really understood. Most reasonable explanation, which we have found, is that the discrepancies are due to lost photons, which electrons radiate while passing the detector. However, to draw more precise conclusion an additional investigation must be implemented. Anyhow, the disagreement in the background estimate is located outside the signal region. This, and the fact that the background for higher $\Delta M$ values is reproduced rather well, allow to assume that the observed discrepancy is not apparent in the signal region and the estimate of the $\chi_{c}$ rate is fruitful. The correspondence between the result from the fit to the simulated $\Delta M$ (Fig. 5.28) and the matched signal (Fig. 5.29) is another justification for measured $\chi_{c}$.


Figure 5.27: On the left: The $\Delta M$ distribution for carbon data collected with di-electron trigger. The presented fit is performed by using the parametrization (5.34). The fit parameters, events, mean, sigma and b.scale, shown in the plot, correspond to the number of $\chi_{c}$ events, $N_{\chi_{c}}^{e e}$, position of the signal, $\langle\Delta M\rangle_{\chi_{c}}^{e e}$, its width, $\sigma_{\Delta M_{\chi_{c}}}^{e e}$, and the normalization of the background, respectively. The filled histogram represents the combinatorial background estimated by event mixing. On the right: The background subtracted signal is shown. Solid line correspond to a Gaussian from the fit to the $\Delta M$.

The parameters of the signal obtained from the fit are summarized in Table 5.11. The observed number of $\chi_{c}$ events correspond to

$$
N_{\chi_{c}}^{e e}=627 \pm 176
$$

The position of the $\chi_{c}$ peak,

$$
\langle\Delta M\rangle_{J / \Psi}^{e e}=429 \pm 9 \mathrm{MeV} / \mathrm{c}^{2}
$$

is compatible with the results obtained for di-muon data. As in the di-muon case, it is slightly shifted towards smaller values compared to the Monte Carlo estimate ( $\sim 439 \mathrm{MeV} / \mathrm{c}^{2}$ ).

(a)


(b)

Figure 5.28: (Top) The same as in Figure 5.27 but for Monte Carlo simulations for $i 2$ wire.

Figure 5.29: (Left) Monte Carlo simulations for $i 2$ carbon wire: Matched $\chi_{c}$ signal. The fit shown on the plot is performed using a Gaussian parametrization. The parameters, also presented on the plot, correspond to the number of $\chi_{c}$ events (events), signal position (mean) and width (sigma).

## Chapter 6

## Fraction of $J / \Psi$ produced via $\chi_{c}$ decays

In this chapter we will present a measurement of the fraction of $J / \Psi$ particles produced via $\chi_{c}$ radiative decays in $p A$ collisions:

$$
\begin{equation*}
R_{\chi_{c}}=\frac{\sigma_{\chi_{c 1}} B r\left(\chi_{c 1} \rightarrow \gamma J / \Psi\right)+\sigma_{\chi_{c 2}} B r\left(\chi_{c 2} \rightarrow \gamma J / \Psi\right)}{\sigma_{J / \Psi \text { all }}} \tag{6.1}
\end{equation*}
$$

where $\sigma_{\chi_{c 1,2}}$ and $\sigma_{J / \Psi}$ are the $\chi_{c 1,2}$ and $J / \Psi$ production cross-sections, respectively; $\operatorname{Br}\left(\chi_{c 1,2} \rightarrow \gamma J / \Psi\right)$ is the quantum probability (branching ratio) for the states $\chi_{c 1,2}$ to decay into a photon and $J / \Psi$ particle. The production cross-sections can be parametrized as follows

$$
\begin{gather*}
\sigma_{\chi_{c i}}=\frac{N_{\chi_{c i}}}{\mathcal{L} \varepsilon_{\chi_{c i}} \operatorname{Br}\left(\chi_{c i} \rightarrow \gamma J / \Psi\right) B r\left(J / \Psi \rightarrow l^{+} l^{-}\right)}  \tag{6.2}\\
\sigma_{J / \Psi}=\frac{N_{J / \Psi}}{\mathcal{L} \varepsilon_{J / \Psi} B r\left(J / \Psi \rightarrow l^{+} l^{-}\right)} \tag{6.3}
\end{gather*}
$$

$N_{\chi_{c i}}$ and $N_{J / \Psi}$ are the observed numbers of $\chi_{c i}$ and $J / \Psi$ events, respectively, $\mathcal{L}$ is the luminosity and $\operatorname{Br}\left(J / \Psi \rightarrow l^{+} l^{-}\right)$and $\operatorname{Br}\left(\chi_{c i} \rightarrow \gamma J / \Psi\right)$ are the branching ratios for the $J / \Psi$ leptonic and $\chi_{c}$ radiative decays, respectively. The efficiency to detect $\chi_{c}$ particle, $\varepsilon_{\chi_{c i}}$, is the product of the $J / \Psi$ detection efficiency and $\gamma$ detection efficiency: $\varepsilon_{\chi_{c i}}=$ $\varepsilon_{J / \Psi} \cdot \varepsilon_{\gamma}$. Most of the quantities entering the cross-section formulae (6.1-6.3) are similar for $J / \Psi$ and $\chi_{c}$, and thus cancel in the ratio $R_{\chi_{c}}$. The cancellation reduces the systematical error considerably. The latter simply depends on the number of particles observed and on the efficiency to detect photons taking origin from $\chi_{c}$ decays. The difference between the efficiencies for direct $J / \Psi$ and those from $\chi_{c}$ radiative decays is expected to be less than a few percent. The following expression is thus used for the ratio $R_{\chi_{c}}$

$$
\begin{equation*}
R_{\chi_{c}}=\frac{\sum_{i=1,2} N_{\chi_{c i}}}{N_{J / \Psi} \varepsilon_{\gamma}} \cdot \rho_{\varepsilon}, \quad \rho_{\varepsilon}=\frac{\varepsilon_{J / \Psi \text { all }}}{\varepsilon_{J / \Psi \text { from } \chi_{c}}} \tag{6.4}
\end{equation*}
$$

where $\rho_{\varepsilon}$ represents the ratio of detection efficiency for all $J / \Psi$ to the efficiency for $J / \Psi$ stemming from $\chi_{c}$ decays.

Section 6.1 reminds details about the photon efficiency determination. In section 6.2 the results on the fraction of the $J / \Psi$ produced though the $\chi_{c}$ radiative decays are presented. First we will describe the extraction of the $R_{\chi_{c}}$ value, using $i 2$ data sample, on which we trained our analysis. Then we will present the $R_{\chi_{c}}$ ratio for data acquired in interaction of protons with nuclei of carbon, tungsten and titanium in the kinematical range $-0.35 \leq x_{F}^{J / \Psi} \leq 0.15$. The A-dependence of $R_{\chi_{c}}$ will be further studied in section 6.3, where the $R_{\chi_{c}} x_{F}$ distributions will be presented for carbon and tungsten data, in the range between $-0.18 \leq x_{F}^{J / \Psi} \leq 0.06$. Section 6.4 will be devoted to the study of systematical uncertainties attributed to the measured values. In the last section (i.e. section 6.5) the result corresponding to combined di-muon data set will be presented, along with a comparison to the experimental values obtained in previous fixed target experiments.

### 6.1 Photon efficiency

As mentioned in subsection 5.2 .5 of the previous chapter (see Eq.(5.20)), the photon detection efficiency, $\varepsilon_{\gamma}$, was defined as

$$
\begin{equation*}
\varepsilon_{\gamma}=\frac{N_{r e c o}^{M C}\left(\chi_{c}\right)}{N_{J / \Psi}^{M C}} \tag{6.5}
\end{equation*}
$$

where $N_{\text {reco }}^{M C}\left(\chi_{c}\right)$ is the $\chi_{c}$ signal extracted from a fit to the $\Delta M$ distribution, when both the $J / \Psi$ and the photon selections are applied, while $N_{J / \Psi}^{M C}$ is the number of $J / \Psi$ from $\chi_{c}$ decays surviving the $J / \Psi$ selection, prior to the search for isolated photon. The evaluation of the photon efficiency was based on Monte Carlo simulations, where we can easily uncouple the $\chi_{c}$ decays. Three cases were considered (see Fig. 5.11):

1. First, the photon detection efficiency was studied using the simulation done for the $i 2$ wire. In the simulation the generated events corresponded to the pC collisions (see chapter 3, section 3.9 for details concerning Monte Carlo simulations).
2. We also evaluated the efficiency using the simulation in which the generated events corresponded to the pW interactions and reconstruction was tuned to reproduce the collisions with $i 1$ wire.
3. At last, the value of $\varepsilon_{\gamma}$ was studied using both simulated samples together. In this way we try to reproduce a situation when the data were taken with different wire positions and materials.

The efficiency estimated in the first case is used in analysis of carbon data, while for tungsten data we use the value estimated in case 2 . The combined data set is analyzed
using the efficiency estimate from the collective study of the simulation for carbon and tungsten wires (case 3). It is also used in the evaluation of the $R_{\chi_{c}}$ for titanium data. The estimated values of the photon detection efficiency lie in the range between $28 \%$ (for tungsten wire) and $36 \%$ (for carbon wire). The photon efficiency corresponding to the combined data is evaluated to be about $31 \%$.

From the simulations we also determine the quantity of $\rho_{\varepsilon}$, which enters equation (6.4). According to Monte Carlo, the value of $\rho_{\varepsilon}$ is independent of the target material and position. It is estimated to be $\rho_{\varepsilon}=1.03 \pm 0.01$. The proximity of the $\rho_{\varepsilon}$ value to unity reflects the fact that the kinematics, triggering and reconstruction of the direct $J / \Psi$ and $J / \Psi$ due to $\chi_{c}$ decays are very similar.

Table 6.1 provides a summary of the efficiency studies. The last column represents the photon efficiency for di-electron triggered data, estimated using a specific Monte Carlo simulation (see Fig. 5.28 and 5.29).

Table 6.1: Photon efficiency evaluated for the $p C$ and $p W$ collisions at $i 1$ and $i 2$ wires.

|  | di-muon |  |  | di-electron |
| :---: | :---: | :---: | :---: | :---: |
| Wire | $i 2$ | $i 1$ | $i 1, i 2$ | $i 2$ |
| Material | $C$ | $W$ | $W, C$ | $C$ |
| $\varepsilon_{\gamma}, \%$ | $35.8 \pm 4.6$ | $27.8 \pm 4.8$ | $31.1 \pm 3.3$ | $26.1 \pm 2.2$ |
| $\rho_{\varepsilon}, \%$ | $1.03 \pm 0.01$ |  |  | - |

When data obtained with carbon (tungsten) wires are analyzed, it is assumed that the efficiencies for $i 2$ and $b 1(o 2, b 2$ and $i 1)$ wires are the same, neglecting possible dependencies on wire positions. Therefore, in both cases the photon efficiencies are determined using specific simulations for $i 2$ and $i 1$, respectively.

## 6.2 $\quad R_{\chi_{c}}$ results

The $J / \Psi$ and $\chi_{c}$ statistics corresponding to $i 2$ carbon data from 2002 are given in Table 5.4. The table also presents the number of $J / \Psi$ mesons, falling into the mass window given by equation (5.1). Substituting these numbers and the values of the efficiencies presented in Table 6.1 into equation 6.4 , we obtain the experimental values for $R_{\chi_{c}}$, which is

$$
\begin{equation*}
R_{\chi_{c}}=0.180 \pm 0.050_{\text {stat }} \pm 0.032_{\text {syst }}, \tag{6.6}
\end{equation*}
$$

where the first uncertainty is statistical and the second is systematical. The treatment of systematical uncertainties will be discussed in section 6.4.

Since a significant fraction of the observed $J / \Psi$ mesons come from $\chi_{c}$ radiative decays, a study of the A-dependence of $\chi_{c}$ production in proton-nucleus collisions is necessary for the understanding of the $J / \Psi$ A-dependence. No measurement of $\chi_{c}$ A-dependence has
been made so far. Therefore, the study of $R_{\chi_{c}}$ with respect to the target material may bring some additional information.

If the A-dependence of $\chi_{c}$ is the same as that of the $J / \Psi$, than the $R_{\chi_{c}}$ ratio should be independent of the type of material used as a target. This would validate the picture of a formation of all charmonium states through the color-octet states, as suggested by the color evaporation model (CEM) [8]. On the other hand, if the nuclear dependences of $\chi_{c}$ and $J / \Psi$ are quantitatively different, then $R_{\chi_{c}}$ should vary with A , as described within the non-relativistic QCD (NRQCD) [5, 6]. The NRQCD predictions assume $\chi_{c}$ production through predominantly color-singlet states, while direct $J / \Psi$ via color-octet states, and different pre-resonant states interact differently with the nuclear medium ${ }^{1}$.

For that reason we determine the $R_{\chi_{c}}$ ratio separately for three data sets used in the analysis, which correspond to $\mathrm{pC}, \mathrm{pW}$ and pTi collisions. Tables 5.5, 5.6 and 5.7 outline the numbers of $J / \Psi$ and $\chi_{c}$ mesons reconstructed for each data sample. For data obtained in pC collisions we also estimate the value of $R_{\chi_{c}}$ using a set of data recorded with dielectron trigger. The $J / \Psi$ and $\chi_{c}$ statistics for this case can be found in Table 5.11. Because we analyze only limited amount of data in di-electron channel, the precision of the measured value of $R_{\chi_{c}}$ is rather low. Certainly, the precision of the result in this channel would improve if the analysis were extended to all available data. However, due to much higher complexity of the analysis of di-electron data we limited ourselves to one data set.

To obtain the experimental values for $R_{\chi_{c}}$ corresponding to different A , we substitute the numbers of reconstructed $J / \Psi$ and $\chi_{c}$, estimated for each of analyzed data sets, as well as related values for the photon efficiencies (see Table 6.1) into equation 6.4. Comparing the result obtained using all di-muon data collected with carbon wires with the result corresponding to the $i 2$ data from 2002 (6.6), we notice a rather good correspondence. The results obtained on the fraction of $J / \Psi$ coming from the $\chi_{c}$ radiative decays, $R_{\chi_{c}}$,

Table 6.2: Summary of $R_{\chi_{c}}$ results. The errors listed for $R_{\chi_{c}}$ (last column) are statistical and systematical, respectively (see section 6.4).

| Trigger | Data | $N_{\chi_{c}} / N_{J / \Psi}, \%$ | $\varepsilon_{\gamma}, \%$ | $R_{\chi_{c}}$ |
| :--- | :--- | :--- | :--- | :--- |
| di- $-\mu$ | $\mathrm{pC}(\mathrm{A}=12)$ | $5.89 \pm 0.71$ | $35.8 \pm 4.6$ | $0.173 \pm 0.030_{\text {stat }} \pm 0.031_{\text {syst }}$ |
|  | $\mathrm{pW}(\mathrm{A}=184)$ | $4.73 \pm 0.70$ | $27.8 \pm 4.8$ | $0.180 \pm 0.041_{\text {stat }} \pm 0.032_{\text {syst }}$ |
|  | $\mathrm{pTi}(\mathrm{A}=48)$ | $3.92 \pm 2.17$ | $31.1 \pm 3.3$ | $0.163 \pm 0.057_{\text {stat }} \pm 0.029_{\text {syst }}$ |
| di- $e$ | $\mathrm{pC}(i 2)$ | $4.11 \pm 1.16$ | $26.1 \pm 2.2$ | $0.157 \pm 0.044_{\text {stat }} \pm 0.030_{\text {syst }}{ }^{*}$ |

* In the evaluation of $R_{\chi_{c}}$ in di-electron channel it is assumed that the relative efficiency for $J / \Psi$ is equal to unity, $\rho_{\varepsilon}=1$.
are summarized in Table 6.2.

[^23]The values of $R_{\chi_{c}}$ obtained for different wires and with different trigger modes agree well between each other. Only the value obtained with titanium seems lower. However, the signal statistics is quite low in this case, and, consequently the errors are large. Therefore, the small drop in the $R_{\chi_{c}}$ value for titanium is likely to be just a statistical fluctuation, rather than atomic number dependence. The resemblance between the values of $R_{\chi_{c}}$ obtained on carbon $(\mathrm{A}=12)$ and tungsten $(\mathrm{A}=184)$ appear to indicate that there is no nuclear dependence of the ratio. Consequently, the nuclear dependences of $J / \Psi$ and $\chi_{c}$ production is rather similar. Fig. 6.1 shows $R_{\chi_{c}}$ for three different wire materials, i.e. carbon, titanium $(\mathrm{A}=48)$ and tungsten.

The similarity of the $\chi_{c}$ and $J / \Psi$ A-dependences strengthen the plausibility of coloroctet production of all states favoring CEM prediction for fixed-target energies. However, the predictions based on NRQCD approach cannot be fully ruled out at the present level of experimental uncertainties.

The nuclear dependence will be further quantified in the following section.


Figure 6.1: $R_{\chi_{c}}$ measured for different wire material (di-muon data). Solid line represents the combined value of $R_{\chi_{c}}$, while the dashed lines indicate the corresponding uncertainty (see section 6.5). The errors are statistical.

## 6.3 $\quad R_{\chi_{c}}$ differential distribution

The signals acquired in pC and pW collisions using the di-muon trigger are large enough to be divided into ranges of longitudinal momentum fraction $x_{F}$ (see equation 2.6) and, consequently, investigate the $R_{\chi_{c}}$ dependence on Feynman x.

To obtain the $R_{\chi_{c}} x_{F}$ spectra we divide the $\mu^{+} \mu^{-}$invariant mass distribution, after the standard $J / \Psi$ selection (chapter 4 , subsection 4.3.2), into $x_{F}$ bins of size 0.06. Each bin then undergoes the fit for the $J / \Psi$ signal. In the fit we use a Gaussian to describe the signal and an exponential or a polynomial for background parametrization. The shape of the background under the $J / \Psi$ peak strongly depends on the kinematical range. In the marginal cases the fit with an exponential parametrization of the background is less appropriate and a second order polynomial gives a better $\chi^{2}$ probability. A comparison between the exponential and polynomial parameterizations, studied on the di-muon distribution over the whole $x_{F}$ range, shows no difference in signal multiplicity. The numbers, corresponding to the $J / \Psi$ signal per $x_{F}$ bin are summarized in Appendix B (see

Tables B.2-B.7). The raw $x_{F}$ spectra of the $J / \Psi$ meson obtained for carbon and tungsten data are presented in Fig. 6.2.

In the next step, the search for an isolated photon is performed for each bin of $x_{F}$. This is followed by the determination of the $\Delta M$ distributions in ranges of $x_{F}$. The reconstruction of the photon is identical to that used for the integrated signals (see Table 5.3). The $\chi_{c}$ signals are then extracted from a fit to $\Delta M$ (similarly to the entire signals, see subsection 5.3.5 and Appendix B). In order to compensate for limited statistics and inaccuracies in the background description, we fix the width of the $\chi_{c}$ peak to $38 \mathrm{MeV} / \mathrm{c}^{2}$ in the fit. The resulting $\chi_{c} x_{F}$ spectra are shown in Fig. 6.3 (a) and (b) for carbon and tungsten data, respectively. The corresponding efficiencies to find a $\chi_{c}$ photon are estimated from the Monte Carlo simulation following the prescription given in section 6.1. Fig. 6.4 displays the $x_{F}$ distribution of the photon detection efficiency for carbon (Fig. 6.4(a)) and tungsten (Fig. 6.4(b)) wires.

Having determined the $x_{F}$ spectra of $J / \Psi$ and $\chi_{c}$, as well as the differential $x_{F}$ distribution of the photon efficiency, we are able to evaluate the dependences of the $R_{\chi_{c}}$ ratio on $x_{F}$, using equation (6.4). The resulting $R_{\chi_{c}} x_{F}$ distributions are shown in Fig. 6.5, where the distribution obtained for combined data set are also indicated. For each target material we managed to reconstruct a $\chi_{c}$ signal and, thus, evaluate $R_{\chi_{c}}$ in five $x_{F}$ bins in the ranges $-0.18 \leq x_{F} \leq 0.12(\mathrm{C})$ and $-0.24 \leq x_{F} \leq 0.06(\mathrm{~W})$, respectively. This gives a possibility to compare the $R_{\chi_{c}} x_{F}$ spectra extending from $x_{F}=-0.18$ to $x_{F}=0.06$. Up to the present moment, only one experiment [12] has presented differential distributions of $\chi_{c}$ production, although with a small sample that leaves rather big ambiguities in the comparison of $\chi_{c}$ and $J / \Psi x_{F}$ distributions. Therefore, the study of the dependence of the $R_{\chi_{c}}$ ratio on the Feynman variable, $x_{F}$, may put some light on the problem. A similar behavior of the $x_{F}$ spectra of $R_{\chi_{c}}$ for different target material may indicate that $\chi_{c}$ and $J / \Psi$ have a similar nuclear dependence. Any difference between carbon and titanium $x_{F}$ spectra of $R_{\chi_{c}}$ would signify that the nuclear medium affects the production of $J / \Psi$ and $\chi_{c}$ mesons in a different manner.

As it can be seen in Fig. 6.5 and Fig. 6.6, in the given kinematical range both distributions look similar. This implies similar A-dependences for $J / \Psi$ and $\chi_{c}$ production, which agrees with the CEM calculations [32], based on the assumption of the universality of charmonium hadronization trough soft gluon emission. On the other hand, this seems to disfavor the NRQCD prediction, suggesting different A-dependences for $\chi_{c}$ and $J / \Psi[32]$. However, the experimental uncertainties are still quite large for an ultimate conclusion. Moreover, the NRQCD calculations [32] include nuclear absorption only. At the same time other effects, such as co-moving absorption and final state energy loss, may play an important role in the process of charmonium hadronization.

The presence of the $\chi_{c}$ signal in tungsten data in bin $-0.24 \leq x_{F} \leq-0.18$ and absence of it in carbon data and vice versa for bin $0.06 \leq x_{F} \leq 0.12$ is in accord with the observed ratio of $J / \Psi$ spectra obtained with tungsten and carbon targets (Fig. 4.17). It may be attributed to weaker $J / \Psi$ and $\chi_{c}$ A-dependences in the range of larger negative $x_{F}$. Most likely, however, it is an effect of target wire spatial layout. Carbon data were acquired with $i 2$ and $b 1$ wires, whereas tungsten data correspond to $b 2, o 2$ and $i 1$ target wires. A more
conclusive statement would require an extension of the $R_{\chi_{c}}$ measurement into the range of intermediate and large negative $x_{F}\left(x_{F}<-0.3\right)$. This would be also a more conclusive test of CEM, which predicts a difference in the A-dependencies of the charmonium states at $x_{F} \leq-0.3$. Unfortunately, this region is not accessible in the present data.

Any further conclusion would require a larger set of more precise data.


Figure 6.2: $x_{F}$ spectra of $J / \Psi$ for carbon (a) and tungsten (b) data.


Figure 6.3: $x_{F}$ spectra of $\chi_{c}$ for carbon (a) and tungsten (b) data.


Figure 6.4: $x_{F}$ spectra of $\chi_{c}$ photon detection efficiency for carbon (a) and tungsten (b) data. Solid line on both plots show the efficiency determined for the combined Monte Carlo data set (i.e. $i 1+i 2$ ).



Figure 6.5: $x_{F}$ spectra of $R_{\chi_{c}}$ for carbon (open boxes) and tungsten (filled triangles) data. The $x_{F}$ spectra of $R_{\chi_{c}}$ for combined data sample is shown by the solid line with the shadowed area corresponding to one standard deviation (statistical only). The dot-dashed line shows the value of $R_{\chi_{c}}$ measured for the combined data set in whole $x_{F}$ range of $J / \Psi$.

Figure 6.6: Ratio of $x_{F}$ spectra of $R_{\chi_{c}}$ obtained for tungsten ( $W$ ) and carbon (C) data.

### 6.4 Study of systematical uncertainties

In the following sections we will describe the contributions to the total systematical uncertainty. We study systematical uncertainties of different nature.

- The first group concerns the systematical effects introduced by the selection cuts. In these checks the analysis is repeated by varying the selection cuts one by one both for data and Monte Carlo samples. The ratio $R_{\chi_{c}}$ is measured as a function of the cuts on $J / \Psi$ mass window, energy and transverse energy of the ECAL cluster, $\pi^{0}$ mass window, exclusion of the innermost part of the ECAL, and the number of cells building a cluster. The corresponding plots are presented in Appendix C (Fig. C.1-C.6). The relative difference between the ratio $R_{\chi_{c}}$ resulting from the systematic check and the average is considered as the systematical uncertainty. The variation of the cut on the photon energy $E$ results in a variation of $R_{\chi_{c}}$ by $9 \%$. The dependence on other cuts is less important (see Table 6.3, item 1). Adding in quadrature the contribution from all cuts we obtain the $10 \%$ error introduced by photon selection.
- The second group includes the systematical uncertainties related to the signal extraction methods. This involves partition of the histogram into bins, estimation of the background and fitting procedure.
The fit of the the $\Delta M$ divided in bins of width $10,15,25$ and $30 \mathrm{MeV} / \mathrm{c}^{2}$ results in a deviation in the yield of the $\chi_{c}$ events of about $6 \%$ compared to the division in $20 \mathrm{MeV} / c^{2}$ bins. This gives rise to a $6 \%$ uncertainty in the value of $R_{\chi_{c}}$, which is taken as the systematical uncertainty due to the choice of the bin size.

Using Monte Carlo simulation (see section 3.9 and 6.1), the systematical uncertainty attributed to the fit used to extract the $\chi_{c}$ signal can be evaluated. To estimate such inaccuracy, the signal obtained from a fit to $\Delta M$ is compared to the matched signal fitted with a Gaussian (see subsection 5.2.5). This results in an $3 \%$ uncertainty in the signal and, consequantly, in $N_{\chi_{c}} / N_{J / \Psi}$ ratio. However, similar errors also affect the photon efficiency $\varepsilon_{\gamma}$ defined in equation (6.5). As far as both quantities, $N_{\chi_{c}} / N_{J / \Psi}$ and $\varepsilon_{\gamma}$, enter the $R_{\chi_{c}}$ evaluation (6.4), they cancel in the ratio. Therefore, no systematical error is assigned to that.
To examine the background description, we investigate the fit to the simulated $\Delta M$ distribution, using different background estimates. We compare the mixed background to the background obtained using a subset of events without $\chi_{c}$ 's. The signal extracted from the fit with the mixed background estimate (see equation (5.34)) is associated with an error, which we refer to as statistical, of about 11 $\%$. If we use the $\Delta M$ distribution with no $\chi_{c}$, instead, the error comes down to about $4 \%$. This implies a $10 \%$ uncertainty associated with the event mixing (see subsections 5.3.2, 5.3.3, as well as equations (5.22, 5.27)). Because this error is the part of the statistical error attributed to $\chi_{c}$ signal, its value is not included in the evaluation of total systematical error.

On the contrary, the influence of the choice of mixing range in the background estimation (see subsection 5.3.2) on $R_{\chi_{c}}$ was taken into account in the evaluation of the systematical error. Varying the mixing range between 50 and 200, we estimate an error of $1 \%$ defined as the maximal ralative deviation of $R_{\chi_{c}}$.
In summary, the total systematical uncertainty related to the signal extraction is about $8 \%$ (Table 6.3, item 2).

- The third group is related to the Monte Carlo simulation. To confirm the Monte Carlo description of the detector material composition and acceptance which affects the photon detection efficiency, we compare the bremsstrahlung tag probability determined from data and Monte Carlo. The bremsstrahlung efficiency $\varepsilon_{b r e m s .}$ was evaluated using the method described in [89]. It consist of a comparison of the $J / \Psi \rightarrow e^{+} e^{-}$signals obtained with requirement of one $\left(N_{12}^{J / \Psi}\right)$ and two $\left(N_{2}^{J / \Psi}\right)$ reconstructed bremsstrahlung photons (see Fig. 4.21(a) and 4.22(a), respectively). Under the assumption of no correlation between the emission of two electrons $\varepsilon_{\text {brems }}$. can be calculated as

$$
\varepsilon_{\text {brems. }}=\frac{2}{1+N_{12}^{J / \Psi} / N_{2}^{J / \Psi}}
$$

The values obtained for data ( $\varepsilon_{\text {brems. }} \sim 35 \%$ ) and Monte Carlo ( $\varepsilon_{\text {brems. }} \sim 34 \%$, see Fig. 4.20 (a) and $4.22(\mathrm{~b}))$ are in a good agreement. Therefore, no systmatical uncertainty is attribute to the Monte Carlo description of the detecor material and acceptance. However, we attribute a $12.5 \%$ systmatical uncertainty related to the accuracy of the Monte Carlo estimate for photon efficiency $\varepsilon_{\gamma}$ (item 3 in Table 6.3). It is evaluated by comparing the efficiencies for different materials (Table 6.1, item $3)$.

- The fourth group extends the study of systematical uncertainties to data detected studied using the $J / \Psi \rightarrow e^{+} e^{-}$decays. For this channel the systematical effects due to selection criteria, signal extraction, Monte Caro simulation are expected to be the same as in case of di-muon data. An additional uncertainty in the analysis of the data collected in the di-electron channel is related to the parametrization of the bremsstrahlung tail and background under the $J / \Psi \rightarrow e^{+} e^{-}$signal. It has been studied by comparing the results from the fit to different ranges of the $e^{+} e^{-}$invariant mass distribution, as well as to distributions with different histogram binnings. This results in a deviation in the yield of $J / \Psi \rightarrow e^{+} e^{-}$decays of about $5 \%$, which is taken as the systmatical error due to the parametrization (4.15) (Table 6.3, item 4).

The parameters estimated from Monte Carlo simulations can be different for different models used in the simulation. A comparison of $x_{F}$ distributions of $J / \Psi$ simulated with color-singlet and color-octet production mechanisms shows a difference in the number of simulated $J / \Psi$ within the acceptance of HERA-B of about $13 \%$. Unfortunately, this is not enough to make an estimate of the uncertainty related to the production mechanism. For this purpose a full simulation based on different production mechanisms is necessary.

Such simulation was not availale at the time. Threrefore we do not study the contribution to the systematical uncertainty due to the model dependence of the simulations.

The polarization of the $\chi_{c}$ affects the reconstruction efficiency of $\chi_{c}$, however, like the previous experiments, we have assumed no polarization and have neglected the uncertainty related to it. We also expect a negligible contribution to the systematical error due to calibration scales and constants.

Table 6.3: Contributions to the relative systematical uncertainty. For the calculation of the total uncertainty the correlation in the systematical errors of the different samples is taken into account.

| Source | di-muon data | di-electron data |
| :---: | :---: | :---: |
| 1. Selection criteria |  |  |
| $J / \Psi$ mass window | 3 \% |  |
| Energy | $9 \%$ |  |
| Transverse energy | $3 \%$ |  |
| $\pi^{0}$ mass window | $2 \%$ |  |
| Exclusion of the innermost part of ECAL | $3 \%$ |  |
| Number of cells | $1 \%$ |  |
| Aggregate | 11 \% |  |
| $2 . \quad$ Signal extraction |  |  |
| Histogram binning | 6 \% |  |
| Fit to $\Delta M$ | $3 \%$ |  |
| Background under $\chi_{c}$ | 10 \% |  |
| Mixing range | $1 \%$ |  |
| Fixing the width of the $\chi_{c}$ signal | $5 \%$ |  |
| Aggregate | 8 \% |  |
| 3. Monte Carlo | 12.5 \% |  |
| 4. Fit to di-electron invariant mass distribution |  | $5 \%$ |
| Total | 18 \% | 19 \% |

* Being a part of the statistical uncertainty, it is not included in the estimation of the total systematical error.

Assuming that all individual systematical errors are uncorrelated, the total systematical error is obtained by summing in quadrature the single contributions. The resulting value of the total systematical uncertainty on $R_{\chi_{c}}$ is $18 \%$ for di-muon data and $19 \%$ for di-electron data (see Table 6.3).

### 6.5 Combined result and interpretation

The experimental value $R_{\chi_{c}}$ obtained for the combined data set in the di-muon channel is

$$
\begin{equation*}
R_{\chi_{c}}=0.177 \pm 0.026_{\text {stat }} \pm 0.032_{\text {syst }}, \tag{6.7}
\end{equation*}
$$

where the first uncertainty is statistical and the second is systematical. The $J / \Psi$ and $\chi_{c}$ statistics corresponding to the combined value of $R_{\chi_{c}}$ is given in Table 5.8. In the evaluation of $R_{\chi_{c}}$ we use the photon efficiency, estimated with the help of cumulative sample of simulated data (case 3, see 6.1 and Table 6.1). Combined ratio (6.7) admits the results obtained for smaller di-muon data sets. It is also in rather good agreement with the corresponding value obtained for di-electron data (see Table 6.2).

Table 6.4: Experimental results on $R_{\chi_{c}}$ obtained in $p A, p p, p \bar{p}, \pi p$ and $\pi A$ experiments referred in [49,50] and [51]

| Experiment | Interaction | $\sqrt{s}, \mathrm{GeV}$ | $R_{\chi_{c}}$ |
| :--- | :--- | :--- | :--- |
| proton-nucleus collisions |  |  |  |
| E610 $p B e$ $19.4,21.7$ $0.47 \pm 0.23$ <br> E705 $p L i$ 23.8 $0.30 \pm 0.04$ <br> E771 $p S i$ 38.8 $0.74 \pm 0.17$ <br> HERA-B $p C, T i$ 41.6 $0.32 \pm 0.10$ <br> $p p$ and $p \bar{p}$ collisions    <br> R702 $p p$ 52,63 $0.15_{-0.15}^{+0.10}$ <br> ISR $p p$ 62 $0.47 \pm 0.08$ <br> CDF $p \bar{p}$ 1800 $0.297 \pm 0.059$ <br> $\pi p$ and $\pi A$ collisions    <br> IHEP140 $\pi^{-} p$ 8.5 $0.44 \pm 0.16$ <br> WA11 $\pi^{-} B e$ $16.8,18.7$ $0.30 \pm 0.05$ <br> E610 $\pi^{-} B e$ 18.9 $0.31 \pm 0.10$ <br> E673 $\pi^{-} H_{2}, B e$ 20.2 $0.70 \pm 0.28$ <br> E369 $\pi^{-} B e$ 20.6 $0.37 \pm 0.09$ <br> E705 $\pi^{-} L i$ 23.8 $0.37 \pm 0.03$ <br> E705 $\pi^{+} L i$ 23.8 $0.40 \pm 0.04$ <br> E672/706 $\pi^{-} B e$ 31.1 $0.443 \pm 0.054$ |  |  |  |$.$

Figure 6.7 shows a comparison of the experimental value 6.7 obtained in the present work (filled box) with the results from previous experiments [49, 50] (see Table 6.4). As it can be seen, our measurement is compatible with most of previous measurements performed with incident protons [49,51] and pions [50]. It lies within one and half standard deviations with respect to the value measured by HERA-B using a limited set of data from run in 2000 [51] (filled thriangle). The CDF result $0.297 \pm 0.059$ [34] is not shown
in Fig. 6.7, since its kinematic acceptance differs strongly from the other experiments. The value quoted for E771 has been calculated from the published cross sections [49] and branching ratios [102]. The error bars, shown in the plot, include both the statistical and the systematical uncertainties.

Theoretical predictions based on color-singlet model (CSM) [4] and non-relativistic QCD (NRQCD) [6, 5], assumptions about the production mechanism are also shown in Fig. 6.7 (dashed and solid lines, respectively) [103]. The color evaporation model (CEM) [8] assumes a constant ratio, independent of the energy or type of projectile, as well as type of the target. However, it leaves the ratio as the parameter which has to be estimated experimentally.


Figure 6.7: Comparison of our measurement of $R_{\chi_{c}}$ (filled box) with those of other $p p, p A[49]$ (filled circles, filled triangle) and $\pi A$ [50] (open circles) experiments. Also shown are predictions for $p N$ and $\pi N$ interactions obtained from Monte Carlo [63] based on the NRQCD (solid), CSM (dashed). The CEM predicts a constant ratio, but does not specify its value. The dot-dashed line is the average of $p p, p \bar{p}$ and $p A$ measurements (excluding the result presented in this work).

In the CSM, hadronization of pre-resonant $c \bar{c}$ pair to $J / \Psi$ requires the emission of a hard gluon, lowering thus the probability of the production via color-singlet states. On the other side, $\chi_{c}$ could be produced directly via color-singlets and, thus, the $J / \Psi$ production should be dominated by $\chi_{c}$ decays. This is in contradiction with the measured ratio (6.7), which shows incompleteness of CSM. The predictions based on the NonRelativistic QCD (NRQCD) factorization approach, which includes the production via color-octet mechanism as well, seem to be close to the experimental result obtained in the present analysis. However, a flat energy dependence predicted by the Color Evaporation

Model (CEM), which states the universality of charmonium hadronization, fits rather well to the available data points within the experimental uncertainties. Moreover, the measurement of the $R_{\chi_{c}} x_{F}$ distributions, presented in the section 6.3 seem to reinforce the assumption that charmonium production in proton-nucleus collision can be essentially described within CEM. However, the present theoretical and experimental uncertainties are still quite large to qualify or disqualify any of models.

## Chapter 7

## Study of relative production of $\chi_{c 1}$ and $\chi_{c 2}$ states

In this chapter we present the study of the reconstruction of $\chi_{c 1} \rightarrow \gamma J / \Psi$ and $\chi_{c 2} \rightarrow \gamma J / \Psi$ decays exploiting the pair production mechanism. The main goal of the analysis is to measure the relative cross sections of the $\chi_{c 1}$ and $\chi_{c 2}$ produced in $\mathrm{pA}(\mathrm{A}=\mathrm{C}, \mathrm{W}, \mathrm{Re}, \mathrm{Ti}$; see Table 3.1) collisions at $\sqrt{s}=41.6 \mathrm{GeV}$. Knowledge of this ratio is necessary for any model that calculates $J / \Psi$ production through radiative $\chi_{c}$ decay, and can be an important standard for comparing production models. We study the process $p A \rightarrow \chi_{c 1,2} X, \chi_{c 1,2} \rightarrow$ $\gamma J / \Psi, J / \Psi \rightarrow l^{+} l^{-}(l=e, \mu)$ and $\gamma+(Z, A) \rightarrow e^{+} e^{-}+(Z, A)$. The analysis chain passes through

- reconstruction of $J / \Psi \rightarrow l^{+} l^{-}$decays,
- search for the photon candidates using pair production (photon pair conversion) processes,
- search for the $\chi_{c}$ particles by reconstructing the invariant mass of the photon- $J / \Psi$ pairs for each combination within a given event,
- estimation of the background using the event mixing technique,
- determination of the efficiencies using Monte Carlo simulations (see chapter 3, section 3.9),
- extraction of the relative production cross section, $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$, of $\chi_{c 1}$ and $\chi_{c 2}$ states of charmonium:

$$
\begin{equation*}
\frac{\sigma_{\chi_{c 1}}}{\sigma_{\chi_{c 2}}}=\frac{N_{\chi_{c 1}}}{N_{\chi_{c 2}}} \cdot \frac{\varepsilon_{\chi_{c 2}}}{\varepsilon_{\chi_{c 1}}} \cdot \frac{\operatorname{Br}\left(\chi_{c 2} \rightarrow \gamma J / \Psi\right)}{\operatorname{Br}\left(\chi_{c 1} \rightarrow \gamma J / \Psi\right)}, \tag{7.1}
\end{equation*}
$$

where $N_{\chi_{c i}}$ is the number of observed $\chi_{c i}$ particles; $\varepsilon_{\chi_{c i}}$ and $\operatorname{Br}\left(\chi_{c i} \rightarrow \gamma J / \Psi\right)$ are the detection efficiency and branching ratio, respectively; $i=1,2$.
The reconstruction of the $J / \Psi \rightarrow l^{+} l^{-}$decay proceeds as described in chapter 4 (section 4.2). The final state photons are reconstructed through photon conversions to $e^{+} e^{-}$pairs.

The $\chi_{c 1}$ and $\chi_{c 2}$ signals are then investigated through the mass difference distribution $\Delta M_{\text {conv }}$, defined as

$$
\begin{equation*}
\Delta M_{c o n v}=M\left(\left(e^{+} e^{-}\right) J / \Psi\right)-M(J / \Psi) \tag{7.2}
\end{equation*}
$$

where $M\left(\left(e^{+} e^{-}\right) J / \Psi\right)$ is the invariant mass of an electron-positron pair and a $J / \Psi$, whereas $M(J / \Psi)$ is the reconstructed mass of the $J / \Psi$ meson. The main idea is to employ tracking devices for the photon detection in order to measure the momentum of the photon, which results in a better $\Delta M_{\text {conv }}$ resolution compared to the one obtained using ECAL data. Mass difference resolution is determined by the uncertainties in the momentum determination of tracks, which varies from $1 \%$ at $1.5 \mathrm{GeV} / \mathrm{c}$ up to $1.8 \%$ at $100 \mathrm{GeV} / \mathrm{c}^{1}$ [104]. The contribution to the deviation of $\Delta M_{\text {conv }}$ due to the uncertainties in the momentum measurement of $e^{ \pm}$candidates is about 5 time smaller than the deviation due to the uncertainties related to the cluster energy (taking the energy resolution of the ECAL averaged over the cluster energy spectrum as $10 \%)^{2}$. Adding the contribution from the $J / \Psi$ 's muons, the overall gaining factor in the resolution becomes 3.5 , which leads to the resulting $\Delta M_{\text {conv }}$ resolution of about $10-12 \mathrm{MeV} / \mathrm{c}^{2}$. Taking account of the mass difference between $\chi_{c 1}$ and $\chi_{c 2}$ states ( $46 \mathrm{MeV} / \mathrm{c}^{2}$ [20], see also Table 5.1), the precision of the $\Delta M_{\text {conv }}$ determination should be enough to distinguish the two states and, thereby, to perform the measurement using data taken during the 2002-2003 HERA-B operation.

Due to limited statistics and the small probability to detect converting photons from $\chi_{c}$ decays the combined data sample, obtained with the different target materials, is used in the analysis.

The relative acceptance for $\chi_{c 1}$ and $\chi_{c 2}$ states is studied with Monte Carlo $\chi_{c} \rightarrow \gamma J / \Psi$ events generated for $i 2(\mathrm{C})$ and $i 1(\mathrm{~W})$ wires (see chapter 3, section 3.9, as well as chapter 6 , section 6.1), which are used as input to the detector and trigger simulations.

## $7.1 \quad \gamma$ reconstruction through conversion into $e^{+} e^{-}$ pair

### 7.1.1 Reconstruction of the photon pair conversions

The photon is reconstructed using the pair production process. In order to achieve high enough $\Delta M_{c o n v}$ resolution for $\chi_{c 1}$ and $\chi_{c 2}$ separation (which implies a precise estimation of the photon momentum), we restrict ourself to the conversions in the first part of the VDS, such that the produced electron and positron can create their signatures in the vertex detector. The probability for such processes is about $10 \%$.

The basic element of the reconstruction of the photon pair conversion is to look for one segment in front of the magnet and two segments behind the magnet.

[^24]Both the electron and the positron, created in the conversion of a photon in the VDS, abide the initial direction of the photon, i.e. their trajectories in the VDS are collinear. This results in that the $e^{+} e^{-}$conversion pair is reconstructed in the VDS, the area free of magnetic field, as one track. Downstream of the VDS, however, the electron and the positron drift apart under the action of the magnetic field. Since the main bending component of the magnetic field is headed along the $y$ axis, the trajectories split in $z x$ plane, while in the $z y$ plane the $e^{+}$and $e^{-}$trajectories stay nearly collinear. This greatly facilitates the selection of photon conversions. Thus, in order to select the $e^{+} e^{-}$pair conversion candidates we inspect tracks which have alike segments in the VDS and distinct segments downstream of the magnet. To control that the VDS segments of the tracks are indeed similar, we compare the $e^{+}$and $e^{-}$slopes in the $z x$ and $z y$ planes, reconstructed at the first measured point. The slopes, $\tan \theta_{z k}(k=x, y)$, are defined as

$$
\begin{equation*}
\tan \theta_{z k}=\frac{p_{k}}{p_{z}} \tag{7.3}
\end{equation*}
$$

with $p_{k}$ and $p_{z}$ being the components of the reconstructed momentum, $k=x, y$. We require the difference between $e^{+}$and $e^{-}$slopes to be less than $2.5 \times 10^{-3}$. To make sure that the tracks are separated by the magnetic field, we require a separation between two tracks projected onto the $z x$ plane at the point $z=700 \mathrm{~cm}$ (the entry point to the pattern tracker) of order of 10 cm .

The applicability of the above idea is checked using the $\pi^{0} \rightarrow \gamma \gamma$ decay (see the following subsection).

### 7.1.2 Conversions and $\pi^{0}$ signal

We study two gamma decays of $\pi^{0}$ mesons, $\pi^{0} \rightarrow \gamma \gamma$, to confirm the usage of the pair production mechanism for the study of the $\chi_{c}$ particles produced in HERA-B. We reconstruct one of the photons as an ECAL cluster and the other as an $e^{+} e^{-}$pair, created in the interaction of $\gamma$ with the VDS medium. Then we pair two gamma candidates to calculate the invariant mass. To suppress the background due to soft secondary particles, noise clusters and hadronic showers we use the following requirements for the ECAL clusters:

- energy deposited should exceed the limit of 3 GeV ,
- the transverse energy of the cluster should be bigger than 0.3 GeV ,
- the ratio of energy from three most energetic cells to the total energy of the cluster, asym, should be bigger that 0.8 (see Fig. 5.6).

The $e^{ \pm}$candidates are selected using the following considerations:

- we require two oppositely charged tracks with the reconstructed segments in the VDS and OTR/ITR;
- as mentioned in the previous section, the difference between $e^{+}$and $e^{-}$slopes (7.3) is required to be less than $2.5 \times 10^{-3}$, whereas the segments in the main tracker are demanded to be separated in the $z x$ coordinate plane (see later Fig. 7.10(a)). This assures that we deal with photon pair conversions. Moreover, it minimizes the possibility to reconstruct Dalitz decays $\pi^{0} \rightarrow \gamma e^{+} e^{-}$;
- in order to eliminate ghost tracks ${ }^{3}$, it is required for each $e^{ \pm}$candidate to have an associated ECAL cluster such that the energy to momentum ratio, $E / p$, satisfies the condition $0.7<E / p<1.1$;
- the total transverse momentum of the $e^{+} e^{-}$pair should exceed the limit of $0.3 \mathrm{GeV} / \mathrm{c}$.

For each $e^{+} e$ pair, that satisfies the criteria above, a vertex fit ${ }^{4}$ is performed. The mass of the pair is not constrained. The $e^{+} e^{-}$vertex is required to be located downstream of the interaction point. The momentum of the pair, obtained from the $e^{+} e^{-}$vertex fit, should exceed the limit of $3 \mathrm{GeV} / \mathrm{c}$, while the $e^{+} e^{-}$invariant mass satisfies the condition: $M_{e^{+} e^{-}}<0.002 \mathrm{GeV} / \mathrm{c}^{2}$.

The search for the $\pi^{0} \rightarrow \gamma\left[\gamma \rightarrow e^{+} e^{-}\right]$, with one of the photons reconstructed through pair production mechanism, is done using sets of data obtained with different trigger conditions, i.e. random trigger and di-muon trigger. It is also checked using Monte Carlo simulations. The corresponding distributions of the invariant mass of the $\gamma\left(e^{+} e^{-}\right)$ system are presented in Fig. 7.1. The signal is observed in all distributions, validating our assumptions about the reconstruction of converted photons. The position of the peak is at about $125.0 \pm 1.0 \mathrm{MeV} / \mathrm{c}^{2}$ for random trigger data (Fig. 7.1(a)) and $130.7 \pm 0.4 \mathrm{MeV} / \mathrm{c}^{2}$ for the corresponding simulations (Fig. 7.1(b)). In the case of di-muon trigger data this parameter is $127.4 \pm 1.0 \mathrm{MeV} / \mathrm{c}^{2}$ (Fig. 7.1(c)). All these numbers are below the nominal value of $135 \mathrm{MeV} / \mathrm{c}^{2}[20]$. This can be explained by the radiation losses of the electron and/or positron and misalignment. The width of the $\pi^{0}$ peak is $14.2 \pm 1.1 \mathrm{MeV} / \mathrm{c}^{2}$ and $13.7 \pm 1.1 \mathrm{MeV} / c^{2}$ for di-muon triggered and random triggered data, respectively. The Monte Carlo value is $10.6 \pm 1.0 \mathrm{MeV} / \mathrm{c}^{2}$. The parameters of the $\pi^{0}$ signal are summarized in Table 7.1. Apparent discrepancies between the values corresponding to different data sets and simulation may be related to the uncertainties in alignment and calibration.

In addition we investigate the effect of radiation losses of electron-positron pairs. The search for a bremsstrahlung photon emitted by the electron or positron in front of the magnet is carried out for each selected $e^{+} e^{-}$pair ${ }^{5}$. If such a photon is found, the corresponding kinematical parameters of the pair are corrected. This slightly recovers the position of the $\pi^{0}$ peak (see Fig. 7.2, Table 7.2). However, the correction of the $e^{+} e^{-}$ momentum, without bremsstrahlung requirement, results in the reduction of the signal by 15-17 \% (Fig. 7.2, Table 7.2). Moreover, the requirement of the presence of the identified bremsstrahlung photon reduces the signal multiplicity by more than $80 \%$, while

[^25]Table 7.1: The numbers related to the $\pi^{0} \rightarrow \gamma \gamma$ signal (Fig. 7.1).

| Trigger | Di-muon trigger | Random Trigger |  |
| :---: | :---: | :---: | :---: |
| Data Set | 2002-2003 Data | 2002 Data | Monte Carlo |
| $N\left(\pi^{0}\right)$ | $665 \pm 61$ | $300 \pm 31$ | $240 \pm 26$ |
| $M_{\pi^{0}}, \mathrm{MeV} / \mathrm{c}^{2}$ | $127.4 \pm 1.0$ | $125.0 \pm 1.0$ | $130.7 \pm 0.4$ |
| $\sigma_{\pi^{0}}, \mathrm{MeV} / \mathrm{c}^{2}$ | $14.2 \pm 1.1$ | $13.7 \pm 1.1$ | $10.6 \pm 1.0$ |

Table 7.2: The numbers related to the $\pi^{0} \rightarrow \gamma \gamma$ signal. Bremsstrahlung reconstruction is applied but not required (Fig. 7.2).

| Trigger | Di-muon trigger | Random Trigger |  |
| :---: | :---: | :---: | :---: |
| Data Set | 2002-2003 Data | 2002 Data | Monte Carlo |
| $N\left(\pi^{0}\right)$ | $553 \pm 56$ | $255 \pm 31$ | $194 \pm 23$ |
| $M_{\pi^{0}}, \mathrm{MeV} / \mathrm{c}^{2}$ | $129.9 \pm 1.1$ | $126.2 \pm 1.2$ | $133.1 \pm 1.0$ |
| $\sigma_{\pi^{0}}, \mathrm{MeV} / \mathrm{c}^{2}$ | $14.9 \pm 1.1$ | $13.2 \pm 1.5$ | $9.0 \pm 1.0$ |

the background rate decreases only by $70 \%$. Under such circumstances the usage of the bremmstrahlung identification becomes inappropriate.

One should also notice, that it is not straightforward to make an analogy between $\pi^{0} \rightarrow \gamma \gamma$ and $\chi_{c} \rightarrow \gamma J / \Psi$ signals since the photons from $\pi^{0}$ meson are in a different kinematical range than those stemming from $\chi_{c}$ particles. In addition, the reconstructed two photon invariant mass, where one of the photons is detected via $\gamma$-conversion, still has an uncertainty related to the ECAL cluster measurements. On the other hand, the resolution of $\Delta M_{\text {conv }}$ is determined essentially by the uncertainties in the momentum of $e^{+} e^{-}$pair.

As a conclusion, we would like to stress two points from this section:

- the exercise with the $\pi^{0}$ signal shows that the reconstruction of the photon using the pair production in the VDS is possible and gives a good resolution;
- however, such reconstruction is associated with very low efficiencies. $\pi^{0}$ with one converted photon constitute a tiny fraction of the $\pi^{0}$ signal, where both photons are detected in ECAL

$$
\frac{N\left(\pi^{0} \rightarrow \gamma\left[\gamma \rightarrow e^{+} e^{-}\right]\right)}{N\left(\pi^{0} \rightarrow \gamma \gamma\right)} \sim 10^{-4}
$$

### 7.1.3 Selection of $e^{+} e^{-}$conversions of $\chi_{c}$ photons.

The next step is the reconstruction of the photons originating in the decays of $\chi_{c}$ mesons. The search for photon conversion candidates starts with an examination of all additional



Figure 7.1: The invariant mass of the $\gamma$ and $e^{+} e^{-}$pair is presented. The distributions represent random trigger data (a) and corresponding Monte Carlo simulations (b) as well as di-muon trigger data from 20022003. The observed signal correspond to the reconstructed $\pi^{0} \rightarrow \gamma \gamma$ decays using the photon pair conversions in the vertex detector to detect one of the photons. The fit is done using a Gaussian for the signal parametrization and a $3^{d}$ order polynomial to describe the background (see Table 7.1 for details).


(b)

Figure 7.2: The same as Fig. 7.1 except that the momentum of $e^{+} e^{-}$pair used to calculate the $\gamma\left(e^{+} e^{-}\right)$invariant mass is corrected for bremsstrahlung hypothesis when found (see text and Table 7.2 for details).
tracks found in each $J / \Psi$ event. The $J / \Psi$ event is defined as a di-muon event ${ }^{6}$ in which the $J / \Psi$ vertex fit probability satisfied the relation:

$$
\mathcal{P}_{\text {vert }}\left(\chi^{2}\right)>0.005
$$

and the invariant mass of the muons lied within $J / \Psi$ mass window within three standard deviations (Fig. 7.3). Each considered track is required to have a signature in the VDS (at least five reconstructed hits) and in the superlayers of the OTR and/or the ITR (at least ten reconstructed hits). The slopes of the segments in the vertex detector were required to satisfy the conditions:

$$
\begin{equation*}
\left|\tan \left(\theta_{z x}^{+}\right)-\tan \left(\theta_{z x}^{-}\right)\right|<2.5 \times 10^{-3} \tag{7.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\tan \left(\theta_{z y}^{+}\right)-\tan \left(\theta_{z y}^{-}\right)\right|<2.5 \times 10^{-3} \tag{7.5}
\end{equation*}
$$

where $\tan \left(\theta_{z x}\right)$ is the track slope in the $z x$ plane and $\tan \left(\theta_{z y}\right)$ represents a similar quantity in the $z y$ plane (see Fig. 7.4); " -" and " + " denote electron or positron. The requirements $(7.4,7.5)$ are made to ensure that the pair has a common segment in the VDS. It also constrains the $e^{+} e^{-}$invariant mass to peak around zero value (Fig. 7.5). Besides, the $e^{+} e^{-}$invariant mass squared, $M_{e^{+} e^{-}}^{2}$, is required to satisfy the condition

$$
\begin{equation*}
\left|M_{e^{+} e^{-}}^{2}\right| \leq\left(4 \mathrm{MeV} / \mathrm{c}^{2}\right)^{2} \tag{7.6}
\end{equation*}
$$

We impose the supplementary limitation on the mass of the electron-positron system to further reduce the background and, thus, to improve the signal to background ratio. The cut value is optimized by using the signal from Monte Carlo simulations and the background from the side bands of the measured $\Delta M_{\text {conv }}$ distribution, where no signal is expected (Fig. 7.6).

In addition, the transverse momentum of the pair, $p_{T}^{e^{+} e^{-}}$, is required to be bigger than $0.12 \mathrm{GeV} / \mathrm{c}$ (Fig. 7.7). According to simulations, $\chi_{c}$ 's photons usually have $p_{T}^{\gamma}$ values larger than the value of the applied cut. Therefore, such requirement causes no losses in signal multiplicity, while it results in a reduction of the background rate (see Fig. 5.14(bottom)). We do not use the optimal value, which is about $0.18 \mathrm{GeV} / \mathrm{c}$ (Fig. 7.8), in order to avoid that the background in $\Delta M_{\text {conv }}$ distribution peaks where the signal is expected.

To reduce the background due to hadron and ghost tracks we necessitate that the ratio of the energy sum of the $e^{+}$and $e^{-}$clusters to the total momentum of the $e^{+} e^{-}$pair conforms to the requirement (Fig. 7.9):

$$
\begin{equation*}
0.7<\frac{E_{e^{+}}^{c l}+E_{e^{-}}^{c l}}{p^{e^{+} e^{-}}}<1.3 \tag{7.7}
\end{equation*}
$$

where $E_{e^{ \pm}}^{c l}$ is the energy of the cluster associated with the $e^{+}$or $e^{-}$track, and $p^{e^{+} e^{-}}$is the $e^{+} e^{-}$momentum. This cut allows to remove nearly $90 \%$ of the background.
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(a)

Figure 7.3: $\mu^{+} \mu^{-}$invariant mass. The shaded area represents the $J / \Psi$ events used for $\chi_{c}$ search. It corresponds to a mass window of three standard deviations, i.e. $\left|M_{J / \Psi}-3.093\right|<3 \sigma_{M_{J / \Psi}}$, with $\sigma_{M_{J / \Psi}}=0.044 \mathrm{GeV} / \mathrm{c}^{2}$. The fit with the Gaussian for the signal parametrization and an exponential for the background description results in the number of the reconstructed $J / \Psi \rightarrow \mu^{+} \mu^{-}$decays $N(J / \Psi)=149934 \pm 474$, with the mean value and width of the Gaussian being equal to $\langle M(J / \Psi)\rangle=3.0932 \pm$ $0.0001 \mathrm{GeV} / \mathrm{c}^{2}$ and $\sigma(J / \Psi)=0.0444 \pm$ $0.0001 \mathrm{GeV} / \mathrm{c}^{2}$, respectively.

(b)

Figure 7.4: Difference between $e^{+}$and $e^{-}$track slopes in $z x$ coordinate plane (a) and $z y$ coordinate plane (b).


Figure 7.6: $S / \sqrt{B}$ ratio as a function of $M_{e^{+} e^{-}}^{2}$ cut. The values for signal, $S$, are obtained from Monte Carlo simulations, while the values for background, $B$, are taken from side-bands of the $\Delta M_{\text {conv }}$ distribution $\left(0.3 \mathrm{GeV} / \mathrm{c}^{2}>\Delta M_{\text {conv }}\right.$ and $\left.\Delta M_{\text {conv }}>0.5 \mathrm{GeV} / \mathrm{c}^{2}\right)$.

Figure 7.5: Squared invariant mass of $e^{+} e^{-}$pair. The arrows show the upper and lower limits corresponding to the cut given by equation 7.6. Events between the limits are accepted in the analysis. The distribution is obtained after other selection criteria have been applied.


In order to control that we operate with two distinct tracks in the main tracker (i.e. area behind the magnet), we study the $\Delta x_{o t}$ distribution (see Fig. 7.10(a)), defined as

$$
\begin{equation*}
\Delta x_{o t}=x_{o t}^{+}-x_{o t}^{-} . \tag{7.8}
\end{equation*}
$$

Here $x_{o t}^{ \pm}$is the $x$ coordinate of the track at $z=700 \mathrm{~cm}$ and " $-" / "+"$ denotes electron or positron. From Fig. 7.10(a) it is clearly seen that at the present selection level the two tracks are indeed separated. Therefore we do not apply any further requirement for the track separation behind the magnet. Along with that, we require that $e^{ \pm}$tracks stay nearly collinear in the $z y$ plane. For that, we necessitate that the absolute values of $\Delta y_{o t}$ do not exceed the limit of 1 cm (Fig. $7.10(\mathrm{~b})$ ). The quantity $\Delta y_{o t}$, similarly to $\Delta x_{o t}$, is defined as

$$
\begin{equation*}
\Delta y_{o t}=y_{o t}^{+}-y_{o t}^{-} \tag{7.9}
\end{equation*}
$$

where $y_{o t}^{ \pm}$is the $y$ coordinate of the track at $z=700 \mathrm{~cm}$, and " + " and "-" stand for $e^{+}$ and $e^{-}$, respectively.


Figure 7.8: $S / \sqrt{B}$ ratio as a function of $p_{T}^{e^{+} e^{-}}$cut. The values for signal, $S$, are obtained from Monte Carlo simulations, while the values for background, $B$, are taken from side-bands of the $\Delta M_{\text {conv }}$ distribution $\left(0.3 \mathrm{GeV} / \mathrm{c}^{2}>\Delta M_{\text {conv }}\right.$ and $\left.\Delta M_{\text {conv }}>0.5 \mathrm{GeV} / \mathrm{c}^{2}\right)$.

Figure 7.7: Transverse momentum of $e^{+} e^{-}$pair. The arrow shows the cut corresponding to $p_{T}^{e^{+} e^{-}}=0.12(\mathrm{GeV} / \mathrm{c})$. Events above the limit are accepted in the analysis. The distribution is obtained after other selection criteria have been applied.


The summary of the selection criteria is presented in Table 7.3.

The resulting $\Delta M_{\text {conv }}$ distribution, obtained using the criteria described above, is depicted in Fig. 7.11. Superimposed, the combinatorial background is shown. The background is mainly due to the photons resulting from the decay of light mesons (e.g. $\pi^{0}, \eta$, $K_{s}^{0} \rightarrow \pi^{0} \pi^{0}$ etc), which are produced in association with the $J / \Psi$. The contribution from decays of heavier mesons is negligible. We model the background by pairing the $J / \Psi$ and $e^{+} e^{-}$picked up from different events (i.e. by means of event mixing technique). Such mixed combinations undergo the selection identical to the cuts applied for the analysis of $J / \Psi\left(e^{+} e^{-}\right)$pairs within the same event. The resulting "mixed" distribution reproduces the combinatorial background quite well, as can be seen in Fig. 7.11.

Figure 7.9: The ratio of the energy sum of the $e^{+}$and $e^{-}$clusters to the $e^{+} e^{-}$momentum. The arrows show the cut corresponding to 0.7 (lower limit) and 1.3 (upper limit) (see equation 7.7). Events between the limits are accepted in the analysis. The distribution is obtained after other selection criteria have been applied

(b)


Figure 7.10: Track separation behind the magnet: (a) $\Delta x_{o t}$, distance between tracks in $z x$ coordinate plane behind the magnet $(z=700 \mathrm{~cm})$. (b) $\Delta y_{o t}$, distance between tracks in $z y$ coordinate plane behind the magnet $(z=700 \mathrm{~cm})$. The observed two peaks are due to residual magnetic field along $x$ axis, that slightly bends the trajectories of charged particles in $z y$ direction.


Figure 7.11: $\Delta M_{\text {conv }}$ spectrum for dimuon trigger data (see equation (7.2) for the definition). The distribution is obtained using the selection listed in Table 7.3. The shaded background histogram is evaluated by using event mixing. The arrows indicate the positions of $\chi_{c 1}\left(413.6 \mathrm{MeV} / \mathrm{c}^{2}\right)$ and $\chi_{c 2}\left(459.3 \mathrm{MeV} / \mathrm{c}^{2}\right)$.

Table 7.3: Criteria for the selection of photon pair conversions.

| Cut | Value |
| :--- | :--- |
| $\left\|\tan \left(\theta_{z x}^{+}\right)-\tan \left(\theta_{z x}^{-}\right)\right\|$ | $<2.5 \times 10^{-3}$ |
| $\left\|\tan \left(\theta_{z y}^{+}\right)-\tan \left(\theta_{z y}^{-}\right)\right\|$ | $<2.5 \times 10^{-3}$ |
| $\left\|M_{e^{+} e^{-}}\right\|$ | $\leq\left(4 \mathrm{MeV} / \mathrm{c}^{2}\right)^{2}$ |
| $p_{T}^{e^{+}} e^{-}$ | $>0.12 \mathrm{GeV} / \mathrm{c}$ |
| $\left(E_{+}^{c l}+E_{-}^{c l}\right) / p^{e^{+} e^{-}}$ | $>0.7$ and $<1.3$ |
| $\left\|\Delta y_{o t}\right\|$ | $<1 \mathrm{~cm}$ |

### 7.2 Efficiency determination

The evaluation of the relative production of $\chi_{c 1}$ and $\chi_{c 2}$ states requires the knowledge about the relative efficiency for these particles. We relay on the Monte Carlo simulation (for $i 2$ (carbon) ${ }^{7}$ and $i 1-b 1$ (tungsten-carbon) ${ }^{8}$ wire set-ups) in the determination of the detection efficiency ratio

$$
\rho_{12}=\varepsilon_{\chi_{c 2}} / \varepsilon_{\chi_{c 1}},
$$

where the overall efficiencies to detect $\chi_{c 1}$ and $\chi_{c 2}$ states can be written as

$$
\varepsilon_{\chi_{c i}}=\varepsilon_{\chi_{c i}}^{e e} \cdot \varepsilon_{\chi_{c i}}^{J / \Psi}(i=1,2) .
$$

Here $\varepsilon_{\chi c i}^{J / \Psi}$ and $\varepsilon_{\chi_{c i}}^{e e}$ are the efficiencies to detect the $J / \Psi$ and converting photon stemming from $\chi_{c i}$ state, respectively. We use a set of simulated events, corresponding to about 125,000 reconstructed $J / \Psi \rightarrow \mu^{+} \mu^{-}$decays (Fig. 7.12).

In the simulations, the initial ratio of $\chi_{c 1}$ to $\chi_{c 2}$ generated events is

$$
\begin{equation*}
\frac{N_{\chi_{c 1}}^{s i m} \cdot \operatorname{Br}\left(\chi_{c 1} \rightarrow J / \Psi\right)}{N_{\chi_{c 2}}^{s i m} \cdot \operatorname{Br}\left(\chi_{c 2} \rightarrow J / \Psi\right)}=0.370 \pm 0.002 \tag{7.10}
\end{equation*}
$$

The trigger, reconstruction and selection do not change the ratio of $\chi_{c 1}$ to $\chi_{c 2}$ appreciably (see Table 7.4), implying that the detection efficiencies for both states are essentially equal. The value of the efficiency ratio $\rho_{12}$ is then extracted by counting the $\chi_{c 1}$ and $\chi_{c 2}$ matched signal events, i.e:

$$
\begin{equation*}
\rho_{12}=\frac{N_{\chi_{c 2}}^{r . m .}}{N_{\chi c 1}^{r . m .}} \cdot \frac{N_{\chi_{c 1}}^{s i m} \cdot \operatorname{Br}\left(\chi_{c 1} \rightarrow J / \Psi\right)}{N_{\chi_{c 2}}^{s i m} \cdot \operatorname{Br}\left(\chi_{c 2} \rightarrow J / \Psi\right)} . \tag{7.11}
\end{equation*}
$$

Here $N_{\chi c i}^{r . m .}$ is the number of $\chi_{c i}$ matched signal events, $(i=1,2)$. The matched signal is defined as the reconstructed $\chi_{c 1} \rightarrow \gamma J / \Psi$ or $\chi_{c 2} \rightarrow \gamma J / \Psi$ events in which the $e^{+} e^{-}$
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Figure 7.12: Monte Carlo simulation: reconstructed $J / \Psi \rightarrow \mu^{+} \mu^{-}$decays. The cut $\mathcal{P}_{\text {vert }}\left(\chi^{2}\right)>0.005$ is applied.

|  | All | $\begin{aligned} & \left\|M_{J / \Psi}-3.093\right\|< \\ & 0.132 \mathrm{GeV} / \mathrm{c}^{2} \end{aligned}$ |
| :---: | :---: | :---: |
| $N_{J / \Psi}^{\text {all }}$ | 124,960 | 123,241 |
| $N_{\chi c 1}^{J / \Psi}$ | 12,383 | 12,216 |
| $N_{\chi c 2}^{J / \Psi}$ | 33,844 | 33,388 |
| $\frac{N_{\chi_{c}}^{J / \Psi}}{N_{\chi_{c}(\underline{U}}^{J / W}}$ | $0.366 \pm 0.004$ | $0.366 \pm 0.004$ |
| $N_{\chi, 1}^{\text {rcm. }}$ | - | 35 |
| ${ }^{\text {N }}$ | - | 97 |
|  | - | $0.361 \pm 0.071$ |

Table 7.4: Numbers related to the simulated $J / \Psi$ and $\chi_{c 1,2}$ signals: the total number of reconstructed $J / \Psi \rightarrow$ $\mu^{+} \mu^{-}$decays, $N_{J / \Psi}^{a l l}$; the number of $J / \Psi$ coming from $\chi_{c 1}$ decays, $N_{J / \Psi}^{\chi_{c 1}}$, the number of $J / \Psi$ from $\chi_{c 2}$ decays, $N_{J / \Psi}^{\chi_{c 2}}$, and their ratio; the matched $\chi_{c 1}, N_{\chi c 1}^{r . m .}$, and $\chi_{c 2}, N_{\chi c 2}^{r . m}$, signals and the corresponding ratio.
conversion pair candidates are matched to the simulated photons (Fig. 7.13). In the matching the track-particle assignment is performed by means of hit association [105]: the link of a reconstructed track to generated $e^{+}$or $e^{-}$from a conversion of $\chi_{c}$ photon is established if a fraction of track hits has been caused by one of these particles. Substituting thus in equation 7.11 the numbers listed in Table 7.4 (see also Fig. 7.13) for matched signals and using the value (7.10), we obtain:

$$
\begin{equation*}
\rho_{12}=1.03 \pm 0.21 \tag{7.12}
\end{equation*}
$$

However, the usage of such counting procedure is accompanied with an uncertainty related to the matching performance. When we use matching, the detection efficiency for $\chi_{c i}(i=1,2)$ state is represented by the efficiency product

$$
\varepsilon_{\chi_{c i}}=\varepsilon_{i s e l} \cdot \varepsilon_{i m a t c h},
$$

where $\varepsilon_{i \text { sel }}$ is the contribution due to trigger and selection requirements, while $\varepsilon_{i \text { match }}$ is the matching efficiency, which is not really known and in the most general case its value might be different for different states. This can be a cause for a systematic deviation in the determination of $\rho_{12}$. In order to identify such uncertainties, we evaluated the value


Figure 7.13: Monte Carlo simulation: $\Delta M_{\text {conv }}$ distribution corresponding to the $\chi_{c 1} \rightarrow \gamma J / \Psi$ and $\chi_{c 2} \rightarrow \gamma J / \Psi$ events in which the $e^{+} e^{-}$conversion pair is matched to the simulated photon. The contributions from $\chi_{c 1}$ is represented by shaded histogram, while the solid line shows the events corresponding to the $\chi_{c 2}$ radiative decays. The corresponding multiplicities are also presented.

Figure 7.14: Monte Carlo simulation: $\Delta M_{\text {conv }}$ distribution obtained from simulated $\chi_{c 1} \rightarrow \gamma J / \Psi$ and $\chi_{c 2} \rightarrow \gamma J / \Psi$ events after the application of the selection criteria summarized in subsection 7.1.3. The histogram on the bottom represents matched $\chi_{c 1}$ and $\chi_{c 2}$ signals.
of $\rho_{12}$ using the fit to the $\Delta M_{\text {conv }}$ distribution depicted in Fig. 7.14. To parametrize the $\chi_{c 1}$ or $\chi_{c 2}$ signal we use the function, $S_{\chi c i}^{f i t}(i=1,2)$, which comprises a Gaussian and a term to describe the radiative tail:
$S_{\chi c i}^{f i t}=N_{\chi_{c i}} \cdot \frac{2 \cdot d x}{\sigma_{\Delta M_{c .}}\left(\sqrt{2 \cdot \pi}+\pi \cdot \sigma_{\Delta M_{c .}}^{t a i l}\right)} \cdot\left\{\begin{array}{cl}\exp \left(-\frac{\left(\Delta M_{c o n v}-\left\langle\Delta M_{c .}\right\rangle_{\chi_{c i}}\right)^{2}}{2 \cdot \sigma_{\Delta M_{c .}}^{2}}\right), & M_{c o n v}>\left\langle\Delta M_{c .}\right\rangle_{\chi_{c i}} \\ \left(1+\frac{\left(\Delta M_{c o n v}-\left\langle\Delta M_{c .}\right\rangle_{\chi c i}\right)^{2}}{\left(\sigma_{\Delta M_{c .}} \cdot \sigma_{\Delta M_{c .}}\right)^{2}}\right)^{-1}, & M_{c o n v}<\left\langle\Delta M_{c .}\right\rangle_{\chi_{c i}}\end{array}\right.$,
where $N_{\chi_{c i}}$ is the number of $\chi_{c i}$ events $(i=1,2) ; d x$ is the width of the bin in the histogram; $\sigma_{\Delta M_{c .}}$ and $\left\langle\Delta M_{c .}\right\rangle_{\chi_{c i}}$ are the width and the position of the Gaussian, respectively; and $\sigma_{\Delta M_{c .}}^{\text {tail }}$ is the parameter related to the radiative tail ${ }^{9}$. The background is estimated with the help of the event mixing technique, omitting corrections (5.22) and (5.27) ${ }^{10}$. The final fit function is given by the following formula:

$$
\begin{equation*}
\mathcal{F}=S_{\chi c 1}^{f i t}+S_{\chi c 2}^{f i t}+C_{s} \cdot B \tag{7.14}
\end{equation*}
$$

where $B$ is the mixed background normalized by the coefficient $C_{s}$. In the fit, $\sigma_{\Delta M_{c} \text {. }}$ and $\sigma_{\Delta M_{c .}}^{t a i l}$ are assumed to be similar for both states and the distance between two signals is

[^28]fixed to the known value of the mass difference between $\chi_{c 1}$ and $\chi_{c 2}$ mesons, $45.7 \mathrm{MeV} / \mathrm{c}^{2}$ [20]. Due to the limited Monte Carlo statistics and small rate of $\chi_{c 1}$ events, we also fix $\sigma_{\Delta M_{c} \text {. }}$ to the value of $11 \mathrm{MeV} / \mathrm{c}^{2}$. This value is extracted from a fit to the matched $\chi_{c 2}$ distribution, performed according to parametrization (7.13). We examine the $\chi_{c 2}$ signal, as it is larger compared to the $\chi_{c 1}$ one. In order to compensate for low statistics of the matched events, we perform the fit to the $\chi_{c 2}$ distribution for different bin sizes. The results of such procedure are presented in Fig. 7.15(a-e), and summarized in Table 7.5. In this way, we examine the dependence of $\sigma_{\Delta M_{c .}}$, on the bin size (Fig. 7.15(g)), which is essentially flat. The width
\[

$$
\begin{equation*}
\sigma_{\Delta M_{c .}}=11 \pm 1 \mathrm{MeV} / \mathrm{c}^{2} \tag{7.15}
\end{equation*}
$$

\]

is then obtained as the average value for different binnings (horizontal line in Fig. 7.15(g)).

Table 7.5: Results of the fit to matched $\chi_{c 2}$ signal: Presented are the number of signal events, $N_{\chi_{c 2}}$, the position, $\left\langle\Delta M_{c .}\right\rangle_{\chi_{c 2}}$, and the width, $\sigma_{\Delta M_{c .}}$, of the signal, as well as the parameter for radiative tail, $\sigma_{\Delta M_{c .}}^{t a i l}$.

| Bin width | $5 \mathrm{MeV} / \mathrm{c}^{2}$ | $7.5 \mathrm{MeV} / \mathrm{c}^{2}$ | $9 \mathrm{MeV} / \mathrm{c}^{2}$ | $10 \mathrm{MeV} / \mathrm{c}^{2}$ | $12 \mathrm{MeV} / \mathrm{c}^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $N_{\chi_{c 2}}$ | $88 \pm 11$ | $83 \pm 10$ | $88 \pm 10$ | $89 \pm 10$ | $89 \pm 10$ |
| $\left\langle\Delta M_{. c}\right\rangle_{\chi_{c 2} 2}, \mathrm{MeV} / \mathrm{c}^{2}$ | $456.0 \pm 4.0$ | $451.6 \pm 2.9$ | $451.2 \pm 4.9$ | $452.2 \pm 0.7$ | $449.2 \pm 8.2$ |
| $\sigma_{\Delta M_{c .}}, \mathrm{MeV} / \mathrm{c}^{2}$ | $9.2 \pm 3.2$ | $11.6 \pm 2.7$ | $13.1 \pm 4.6$ | $10.8 \pm 1.5$ | $15.4 \pm 5.6$ |
| $\sigma_{\Delta M_{c},}^{\text {tail }}, \mathrm{GeV} / \mathrm{c}^{2}$ | $2.58 \pm 1.17$ | $1.69 \pm 0.58$ | $1.72 \pm 0.91$ | $1.88 \pm 0.36$ | $1.37 \pm 0.91$ |

Table 7.6: Numbers related to the fit to simulated $\Delta M_{\text {conv }}$ presented in Fig. 7.16.

| Bin Width | $\mathrm{MeV} / \mathrm{c}^{2}$ | $7.5 \mathrm{MeV} / \mathrm{c}^{2}$ | $9 \mathrm{MeV} / \mathrm{c}^{2}$ | $10 \mathrm{MeV} / \mathrm{c}^{2}$ | $12 \mathrm{MeV} / \mathrm{c}^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $N_{\chi_{c 1}}$ | $83 \pm 48$ | $81 \pm 37$ | $64 \pm 37$ | $59 \pm 37$ | $73 \pm 37$ |
| $\left\langle\Delta M_{c .}\right\rangle_{\chi_{c 1}}, \mathrm{MeV} / \mathrm{c}^{2}$ | $407.0 \pm 5.0$ | $402.3 \pm 4.4$ | $401.9 \pm 4.3$ | $403.0 \pm 6.0$ | $404.6 \pm 4.5$ |
| $N_{\chi_{c 2}}$ | $189 \pm 66$ | $162 \pm 52$ | $169 \pm 58$ | $165 \pm 50$ | $161 \pm 50$ |
| $\left\langle\Delta M_{c .} .\right\rangle_{\chi_{c 2} 2}, \mathrm{MeV} / \mathrm{c}^{2}$ | $452.7 \pm 5.4$ | $448.3 \pm 4.9$ | $447.6 \pm 4.8$ | $448.7 \pm 6.7$ | $450.3 \pm 4.9$ |
| $\sigma_{\Delta M_{c \cdot},} \mathrm{MeV} / \mathrm{c}^{2}$ | $11($ fixed $)$ |  |  |  |  |
| $\sigma_{\Delta M_{c},}^{\text {tail }} \mathrm{GeV} / \mathrm{c}^{2}$ | $3.49 \pm 1.38$ | $2.58 \pm 1.00$ | $2.59 \pm 1.60$ | $2.59 \pm 1.05$ | $2.67 \pm 1.07$ |
| $N_{\chi_{c l, 2}}^{M C}$ | $272 \pm 82$ | $243 \pm 64$ | $233 \pm 69$ | $224 \pm 62$ | $234 \pm 62$ |

The fit to the simulated $\Delta M_{\text {conv }}$ is shown in Fig. 7.16(a-e). As in the case of $\chi_{c 2}$ matched signal it is performed using different histogram binnings. The variation of the relative efficiency $\left(\rho_{12}\right)$ with the histogram bin sizes is shown in Fig. 7.16(g). The presented values of $\rho_{12}$ are estimated using the numbers of $\chi_{c 1}$ and $\chi_{c 2}$ events from the given fit (Tabl. 7.6) and the value $0.370 \pm 0.002$ (7.10). As it can be seen, the relative efficiency


Figure 7.15: The fit to the $\chi_{c 2}$ matched signal according to parametrization (7.13). The fit is performed to distributions of different bin sizes (i.e. $5 \mathrm{MeV} / c^{2}$ (a), $7.5 \mathrm{MeV} / c^{2}$ (b), $9 \mathrm{MeV} / \mathrm{c}^{2}$ (c), $10 \mathrm{MeV} / \mathrm{c}^{2}$ (d) and $\left.12 \mathrm{MeV} / \mathrm{c}^{2}(e)\right)$. In all cases, the number of particles obtained from the fit is compatible with the nominal number of $\chi_{c 2}$ events (denoted as Integral on the plots). The values of the $\chi_{c 2}$ width and position agree with each other within the errors. The same is true for radiative tail parameter $\left(\sigma_{t a i l}\right)$. Plot (g) shows the width of the signal as a function of the bin size. Denoted value of $\sigma_{\Delta M_{c .}}$ is the mean value (horizontal line in plot $(\mathrm{g})$ ).


Figure 7.16: Monte Carlo simulation: Fit to $\Delta M_{\text {conv }}$ for different bin sizes (i.e. $5 \mathrm{MeV} / \mathrm{c}^{2}$ (a), $7.5 \mathrm{MeV} / \mathrm{c}^{2}$ (b), $9 \mathrm{MeV} / \mathrm{c}^{2}$ (c), $10 \mathrm{MeV} / \mathrm{c}^{2}$ (d) and $12 \mathrm{MeV} / \mathrm{c}^{2}(\mathrm{e})$ ) performed using parametrization (7.14). In the fit, the widths of the $\chi_{c 1}$ and $\chi_{c 2}$ peaks $\left(\sigma_{\Delta M_{c}}\right)$ are fixed to $11 \mathrm{MeV} / \mathrm{c}^{2}$ (Fig. 7.15). Plot (g) shows the relative efficiency ( $\rho_{12}$ ) as a function of the histogram bin sizes $d x$. In plot $(g)$, the solid line represents the value $\rho_{12}=1.03 \pm 0.21$ (7.12), while the doted lines show the associated statistical uncertainties. The dot-dashed line shows the average: $0.84 \pm 0.14$.
exhibits a flat behavior with respect to bin size, being close to value $1.03 \pm 0.21$ (7.12) (solid line in Fig. 7.16(g)). The average ( $0.84 \pm 0.14$, dot-dashed line in the plot) deviates by about $18 \%$ compared to value $1.03 \pm 0.21$ (7.12). This immutably translates to the uncertainty attributed to $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$, which will be taken into account when evaluating the systematic error.

### 7.3 The $\chi_{c 1}$ and $\chi_{c 2}$ signals

The fit to the $\Delta M_{\text {conv }}$ spectrum measured with di-muon data from run 2002-2003 is shown in Fig. 7.17. We do not observe any radiative tails associated with the signals in the measured $\Delta M_{\text {conv }}$ distribution, contrary to the Monte Carlo expectations. Therefore, the function representing the signal shape consists of two Gaussians only.

The absence of tails indicate apparent discrepancy between the simulated and measured signal distributions. However, this should not disturb our results, which are sensitive to the efficiency ratio $\rho_{12}$. The value of $\rho_{12}$, in turn, depends only on the Gaussian normalizations.

The background is evaluated using the event mixing. The characteristic width of the Gaussian is assumed to be the same for $\chi_{c 1}$ and $\chi_{c 2}$. In the fit, it is fixed to the value of $11\left(\mathrm{MeV} / \mathrm{c}^{2}\right)$, which we obtained from the simulations for $\chi_{c 2}$ (Fig. 7.15(g)). The positions of the peaks are allowed to vary in the fit, but the difference between the two signals is constrained to the known $M_{\chi_{c 2}}-M_{\chi_{c 1}}$ mass difference of $45.7\left(\mathrm{MeV} / \mathrm{c}^{2}\right)$ [20]. The background normalization is also allowed to vary.

Above the background we observe two bumps which we identify as $\chi_{c 1}$ and $\chi_{2}$ states of the charmonium system. The positions of $\chi_{c 1}$ and $\chi_{c 2}$, obtained as a result of the fit, are

$$
\begin{align*}
& \left\langle\Delta M_{c .}\right\rangle_{\chi_{c 1}}=422.7 \pm 3.1 \mathrm{MeV} / \mathrm{c}^{2} \\
& \left\langle\Delta M_{c .}\right\rangle_{\chi_{c 2}}=468.4 \pm 3.4 \mathrm{MeV} / \mathrm{c}^{2} \tag{7.16}
\end{align*}
$$

They are rather different from the world average values $\left(\Delta M_{\chi c 1}^{p d g}=413.6 \mathrm{MeV} / \mathrm{c}^{2}\right.$ and $\Delta M_{\chi_{c 2}}^{p d g}=459.3 \mathrm{MeV} / \mathrm{c}^{2}$ ). Both signals are equally shifted towards larger values of $\Delta M_{\text {conv }}$. The reason for that can be a misalignment which is not properly taken into account during the reconstruction, and, thus, results in deviations in the $e^{ \pm}$momentum determination. In total, the fit gives

$$
\begin{equation*}
N_{\chi_{c 1,2}}=161 \pm 50 \tag{7.17}
\end{equation*}
$$

$\chi_{c 1,2}$ events, with the number of events obtained for $\chi_{c 1}$ and $\chi_{c 2}$ equal to

$$
N_{\chi_{c 1}}=61 \pm 36 \text { and } N_{\chi_{c 2}}=100 \pm 34
$$

respectively. The raw ratio of $\chi_{c 1}$ and $\chi_{c 2}$ is measured to be

$$
\begin{equation*}
\frac{N_{\chi_{c 1}}}{N_{\chi_{c 2}}}=0.61 \pm 0.40 \tag{7.18}
\end{equation*}
$$

for the full data sample.

### 7.4 Fraction of $J / \Psi$ from $\chi_{c}$ decays

As a cross-check, we use the obtained result (7.17) to evaluate the fraction of $J / \Psi$ produced through $\chi_{c}$ radiative decays, $R_{\chi_{c}}$, defined by equation (6.4)

$$
\begin{equation*}
R_{\chi_{c}}=\frac{\sum_{i=1,2} N_{\chi_{c i}}}{N_{J / \Psi} \varepsilon_{\gamma}} \cdot \rho_{\varepsilon}, \quad \rho_{\varepsilon}=\frac{\varepsilon_{J / \Psi \text { all }}}{\varepsilon_{J / \Psi \text { from } \chi_{c}}} . \tag{7.19}
\end{equation*}
$$

Here $\sum_{i=1,2} N_{\chi_{c i}}$ represents the $\chi_{c}$ signal, $N_{J / \Psi}$ is the number of reconstructed $J / \Psi \rightarrow$ $\mu^{+} \mu^{-}$decays, and $\rho_{\varepsilon}$ is the efficiency ratio between all $J / \Psi$ and $J / \Psi$ from $\chi_{c}$ decays. Using the simulation results presented in Fig. 7.16, we can estimate the photon detection efficiency following the formula (6.5):

$$
\begin{equation*}
\varepsilon_{\gamma}=\frac{N_{\text {reco }}^{M C}\left(\chi_{c}\right)}{N_{J / \Psi}^{M C}} . \tag{7.20}
\end{equation*}
$$

In this case, $N_{\text {reco }}^{M C}=N_{\chi c 1,2}^{M C}$ and is in the range (Table 7.6):

$$
N_{\chi c 1,2}^{M C} \simeq 224 \div 272
$$

The value of $N_{J / \Psi}^{M C}$ is equal

$$
N_{J / \Psi}^{M C}=N_{J / \Psi}^{\chi_{c 1}}+N_{J / \Psi}^{\chi_{c 2}}=45604 \pm 214
$$

(see Table 7.4 for the values of $N_{J / \Psi}^{\chi_{c 1}}$ and $N_{J / \Psi}^{\chi_{c 2}}$ ). As a result we obtain a range for the photon detection efficiency $\varepsilon_{\gamma} \simeq(4.9 \div 5.9) \times 10^{-3}$. Substituting it in the equation (7.19) together with the numbers of observed $\chi_{c}, N_{\chi_{c 1,2}}=161 \pm 50$ (7.17), and $J / \Psi$, $N_{J / \Psi}=149,934$ (Fig. 7.3), events, we obtain the range for the $R_{\chi_{c}}$ ratio:

$$
\begin{equation*}
R_{\chi_{c}} \simeq 0.20 \div 0.23 \tag{7.21}
\end{equation*}
$$

In the evaluation of $R_{\chi_{c}}$ we have used the following value for the efficiency ratio $\rho_{\varepsilon}=$ $1.03 \pm 0.01$ (Table 6.1). The obtained ratio (7.21) is in an excellent agreement with the measurement discussed in the previous chapter $\left(R_{\chi_{c}}=0.177 \pm 0.048\right.$ (6.7)), which justifies our considerations above.

### 7.5 Relative cross-section of $\chi_{c 1}$ and $\chi_{c 2}$.

The main goal of the analysis presented in this chapter, is to measure the relative production cross-section of $\chi_{c 1}$ and $\chi_{c 2}$ states in $p A$ collisions at $\sqrt{s}=41.6 \mathrm{GeV}$. We define the ratio of prompt cross-sections for $\chi_{c 1}$ and $\chi_{c 2}$ as

$$
\begin{equation*}
\frac{\sigma_{\chi_{c 1}}}{\sigma_{\chi_{c 2}}}=\frac{N_{\chi_{c 1}} \varepsilon_{\chi_{c 2}} \operatorname{Br}\left(\chi_{c 2} \rightarrow \gamma J / \Psi\right)}{N_{\chi_{c 2}} \varepsilon_{\chi_{c 1}} \operatorname{Br}\left(\chi_{c 1} \rightarrow \gamma J / \Psi\right)} \tag{7.22}
\end{equation*}
$$



Figure 7.17: (a) Mass difference distribution, $\Delta M_{\text {conv }}=M\left(J / \Psi\left(e^{+} e^{-}\right)\right)-M\left(e^{+} e^{-}\right)$, obtained using the entire di-muon trigger data sample from 2002-2003 run. The fit is done using Gaussian parametrization for $\chi_{c 1}$ and $\chi_{c 2}$ signals and the background estimate evaluated using the event mixing technique. In the fit: the widths of both states, $\sigma\left(\chi_{c 1}\right)$ and $\sigma\left(\chi_{c 2}\right)$, are assumed to be the same and are fixed to the value of 11 MeV ; the distance between two peaks is fixed to the known value of the mass difference between two states, $M\left(\chi_{c 1}\right)-M\left(\chi_{c 2}\right)$, which is about $45.7\left(\mathrm{MeV} / \mathrm{c}^{2}\right)$ [20]; the normalization of the background $\left(C_{s}\right)$ is left as free parameter. (b) The $\Delta M_{\text {conv }}$ distribution with subtracted background. The smooth line drawn through the data points correspond to the fit in (a) without the background term.
where $\sigma\left(\chi_{c i}\right)$ is the production cross-section, $N_{\chi_{c i}}$ is the number of observed events, $\varepsilon_{\chi_{c i}}$ is the overall efficiency, whereas $\operatorname{Br}\left(\chi_{c i} \rightarrow \gamma J / \Psi\right)$ is the branching ratio into the $\gamma J / \Psi$ final state for each of the $\chi_{c 1}$ and $\chi_{c 2}$ states; $i=1,2$.

The observed ratio $N_{\chi_{c 1}} / N_{\chi_{c 2}}$ (7.18) is equal to

$$
N_{\chi_{c 1}} / N_{\chi_{c 2}}=0.61 \pm 0.40 .
$$

According to the Monte Carlo simulations, the overall efficiency ratio is (see equation 7.12):

$$
\varepsilon_{\chi_{c 2}} / \varepsilon_{\chi_{c 1}}=1.03 \pm 0.21
$$

The value of

$$
\frac{B r\left(\chi_{c 2} \rightarrow \gamma J / \Psi\right)}{B r\left(\chi_{c 1} \rightarrow \gamma J / \Psi\right)}=0.64 \pm 0.08
$$

is taken from the the most recent review of particle physics [20].

Using these numbers, we estimate the ratio of $\chi_{c 1}$ mesons to $\chi_{c 2}$ mesons, produced in proton-nucleus interaction at HERA-B, to be

$$
\begin{equation*}
\frac{\sigma_{\chi_{c 1}}}{\sigma_{\chi_{c 2}}}=0.40 \pm 0.27_{s t a t} \pm 0.14_{\text {syst }}, \tag{7.23}
\end{equation*}
$$

where the first error is statistical, whereas the second is systematical. The systematical error is mainly due to the ambiguities in the efficiency determination ( $18 \%$ ), as mentioned previously, and the fit to the measured $\Delta M_{\text {conv }}$ distribution ( $27 \%$ ). The latter has been studied by changing the fit range as well as from the comparison to the output of the fit in which the width of the Gaussians has been considered as a free parameter. The contribution to the systematical error due to the uncertainty in the branching ratio is $12.5 \%$.

Table 7.7: Experimental results on relative production cross-section for $\chi_{c 1}$ and $\chi_{c 2}$ states of charmonium. The listed results obtained in $p A, p p, p \bar{p}, \pi p$ and $\pi A$ experiments referred in [49, 50].

| Experiment | Interaction | $\sqrt{s}, \mathrm{GeV}$ | $\sigma\left(\chi_{c 1}\right) / \sigma\left(\chi_{c 2}\right)$ |
| :---: | :---: | :---: | :---: |
| proton-nucleus collisions |  |  |  |
| E610 | $p B e$ | 19.4, 21.7 | $0.24 \pm 0.28$ |
| E705 | $p L i$ | 23.8 | $0.08_{-0.15}^{+0.25}$ |
| E771 | $p S i$ | 38.8 | $0.53 \pm 0.21$ |
| $p p$ and $p \bar{p}$ collisions |  |  |  |
| CDF | $p \bar{p}$ | 1800 | $1.04 \pm 0.31 *$ |
| $\pi p$ and $\pi A$ collisions |  |  |  |
| WA11 | $\pi^{-} B e$ | 16.8, 18.7 | $0.69 \pm 0.24$ |
| E610 | $\pi^{-} \mathrm{Be}$ | 18.9 | $0.96 \pm 0.64$ |
| E369 | $\pi^{-} \mathrm{Be}$ | 20.6 | $1.11 \pm 0.49 *$ |
| E705 | $\pi^{-}$Li | 23.8 | $0.52_{-0.27}^{+0.57 * *}$ |
| E672/706 | $\pi^{-} B e$ | 31.1 | $0.57 \pm 0.19$ |

The presented result agrees well with the previous results (see Fig. 7.18) obtained in fixed target experiments [11], operating at lower energies. It appears to prefer the dominant $\chi_{c 2}$ production compared to $\chi_{c 1}$ in the proportion $5: 2$, which is consistent with the spin-symmetry expectation:

$$
\frac{\sigma_{\chi_{c 1}}}{\sigma_{\chi_{c 2}}} \approx \frac{(2 J+1)_{\chi_{c 1}}}{(2 J+1)_{\chi_{c 2}}}=\frac{3}{5}
$$




Figure 7.18: Experimental results on $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$. Triangles depict the ratio measured in $\pi$-nucleus collisions, squares show the results from $p A$ interactions and the circle represent our result (7.23), obtained in $p A$ collisions at $\sqrt{s}=41.6 \mathrm{GeV}$. The values obtained in the previous experiments are listed in Table 7.7. The lines represent the average for $p A$ results (solid) and for all results (dashed), including CDF measurement [106].

Figure 7.19: Ratio of $\chi_{c 1}$ to $\chi_{c 2}$ production cross-sections in protonnucleon collisions a a function of beam energy. The experimental values correspond to E610 measurement in pA collisions, E705 measurement in $p A$ collisions and an average comprising E610 pA result and E705 pA, $\pi A$ results and E771 pA result (see Tabl. 7.7). The plot is taken from reference [13].

It also tolerates some theoretical predictions for fixed target energies based on NLO NRQCD ${ }^{11}$ calculations [6, 13], if extrapolated to 920 GeV (see Fig. 7.19).

On the contrary, the values of $\sigma_{\chi_{c 2}} / \sigma_{\chi_{c 1}}=0.96 \pm 0.29$ (not shown in Fig. 7.18) measured at $\sqrt{s}=1.8 \mathrm{TeV}$ [106] prefer an approximately equal production of the two $\chi_{c 1}$ and $\chi_{c 2}$ states, which support some recent NRQCD calculations for the cross-section ratio in $p \bar{p}$ collisions, giving the value of $1.1 \pm 0.2$ [9, 13]. At first glance, this seems to differ with our measurement. However, the CDF result [106] was obtained in $p \bar{p}$ collisions at much higher energies, i.e $\sqrt{s}=1.8 \mathrm{TeV}$. Moreover, the kinematical acceptances of two experiments (i.e. CDF and HERA-B) are in rather different ranges. Therefore, the comparison between results obtained at different center of mass energies is not straightforward, despite significant theoretical efforts to understand charmonium production in that environment [6, 28].

The measured $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ ratio (7.23) is another experimental point obtained in pA interactions at $\sqrt{s}=41.6 \mathrm{GeV}$. It can be considered as an additional input in constraining non-perturbative parameters present in the theoretical calculations [4, 5, 6, 8], although the error is large. Besides, our measurement may be helpful for better understanding of the polarization properties of $\chi_{c}$ and $J / \Psi$, since the calculations of the $\chi_{c 1}$ to $\chi_{c 2}$ production ratio are based on the same principles as those behind the polarization ${ }^{12}$ predictions [13].
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## Chapter 8

## Conclusion

The work presented in this thesis has been done to study the phenomena of charmonium production in proton-nucleus collisions at HERA-B.

The importance of charmonium study is twofold. It is a nice look inside the QCD dynamics, which was used extensively to enhance our understanding of strong force, one of the four known fundamental interaction. On the other hand it has an engineering aspect. The $J / \Psi$ meson, ${ }^{3} S_{1}$ state of charmonium system, is often used as a tagging tool. Its rather high yield and relatively high branching ratio of the leptonic decays, $\operatorname{Br}\left(J / \Psi \rightarrow l^{+} l^{-}\right) \sim 6 \%, l=e, \mu$, are very suitable to be used as tag in studies of new phenomena in the less explored domains of Standard Model as well as in searches for new physics. However, the mechanism of charmonium production in hadron-hadron collisions is far from being understood in every detail, such that the uncertasinty related to $J / \Psi$ production will make it difficult to make a solid statement about novel phenomena.

The pair of charm-anticharm quarks, which consequently develops into a charmonium state, can be produced either via color-singlet or color-octet mechanisms [9, 28]. The different theoretical models discuss the production of $c \bar{c}$ bound states treating differently the importance of the either of modes (i.e. color-octet and color-singlet). This often leads to contradictory predictions, which could be only resolved by reliable measurements. Therefore, it is very important to carry exhaustive tests of charmonium production, using various experimental facilities, colliding pions, protons, photons, electrons with each other as well as with nuclei) and studying rates, cross sections, polarizations, dependencies on the beam, target and collision energy, and so on.

In the present work we have reported on the study of the relative production of charmonium states produced in the collisions of 920 GeV protons with nuclear targets. The analyzed data set accumulated using different target materials correspond to about $300,000 \mathrm{~J} / \Psi$, reconstructed in both di-muon and di-electron channels in the range between $x_{F}^{J / \Psi} \simeq-0.35$ and $x_{F}^{J / \Psi} \simeq 0.15$. We measured the fraction of $J / \Psi$ produced via $\chi_{c}$ radiative decays in collisions of protons with carbon, titanium and tungsten targets using all di-muon data. For proton-carbon interaction we also estimated the $R_{\chi_{c}}$ ratio using a small set of di-electron data, which comprise about $12 \%$ of all available statistics. The obtained results are summarized in Table 6.2. We have not observed any scaling of
$R_{\chi_{c}}$ ratio with the atomic number A (Fig. 6.1). This implies that the nuclear medium affect both $\chi_{c}$ and $J / \Psi$ in a similar manner. We have also extended the study of $R_{\chi_{c}}$ A-dependence by measuring dependences of $R_{\chi_{c}}$ on $x_{F}^{J / \Psi}$ for carbon and tungsten di-muon data in the range $-0.18 \leq x_{F}^{J / \Psi} \leq 0.06$ (see Fig. 6.5 and 6.6). The similarity between the two differential spectra demonstrates alike nuclear dependence for $J / \Psi$ and $\chi_{c}$. This is in accord with the Color Evaporation Model (CEM) [8, 32] predictions. On the contrary, Non-Relativistic QCD (NRQCD) [6, 5, 32] predicts different A-dependences for $J / \Psi$ and $\chi_{c}$. However, a quantitative test of NRQCD predictions cannot be performed, as the predicted variations are of order of the experimental uncertainties in the given kinematical range. To arrive to such a goal would require a larger set of more precise data.

We have also presented the combined result for the entire di-muon data sample:

$$
\begin{equation*}
R_{\chi_{c}}=0.177 \pm 0.026_{\text {stat }} \pm 0.032_{\text {sys }}, \tag{8.1}
\end{equation*}
$$

where the first uncertainty is statistical only, whereas the second uncertainty is systematic. Our result for $R_{\chi_{c}}$ is compatible with the previous measurements [49, 50, 34] and the predictions based on the NRQCD factorization approach [5] are close to it (Fig. 6.7). This indicates that NRQCD may be the right concept for charmonium production description. However, with the present uncertainties CEM cannot be ruled out yet. On the other hand, Color-Singlet Model (CSM) [4] predicts values for $R_{\chi_{c}}$ which are significantly larger (Fig. 6.7).

In addition, the study of the relative production of $\chi_{c 1}$ and $\chi_{c 2}$ states has been performed. In this part of the analysis, we have used the photon pair conversion phenomenon to reconstruct photons. This has allowed to separate two $\chi_{c}$ states. Using all di-muon triggered data we reconstructed $61 \pm 36 \chi_{c 1}$ and $100 \pm 34 \chi_{c 2}$ mesons, although the errors are large. Using the efficiencies obtained from the simulations we have measured the ratio $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ :

$$
\begin{equation*}
\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}=0.40 \pm 0.27_{s t a t} \pm 0.14_{s y s t}, \tag{8.2}
\end{equation*}
$$

where the first error is statistical, whereas the second one is systematic. Our measurement (8.2) reveals the dominant $\chi_{c 2}$ production compared to $\chi_{c 1}$ in $p A$ collisions at $\sqrt{s}=41.6 \mathrm{GeV}$. Albeit large uncertainties, it may provide some information for further understanding of the production mechanisms. The experimental value (8.2) comply with the previous measurements obtained in fixed-target experiments [11] (see Fig. 7.18). It agrees also with the theoretical expectation for fixed-target energies based on NRQCD calculations [13, 6].

In summary, a measurement of the ratio of $J / \Psi$ produced via radiative $\chi_{c}$ decays to all produced $J / \Psi$ allows one to quantitatively test different models of quarkonium production. We present a new result based on data collected with the HERA-B spectrometer for the fraction of $J / \Psi$ originating from radiative decays of $\chi_{c 1}$ and $\chi_{c 2}$ states produced in $p A$ interactions. We have also measured relative production of $\chi_{c 1}$ and $\chi_{c 2}$ states of charmonium system. Our results reveal weak points in CSM, implying that the color-octet contribution is necessary for a consistent description of the charmonium production in pA interactions. The measured integrated ratios $R_{\chi_{c}}$ and $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ are rather consistent
with the NRQCD predictions. On the other hand, the flat $R_{\chi_{c}}$ dependence on A and resemblance between the $x_{F}$ differential spectra of $R_{\chi_{c}}$ obtained for different $A$ shows a good agreement with the CEM assumption of a pre-resonant color-octet state passing through the target [8, 29]. To make a more conclusive statement on which mechanism governs the charmonium production would again require more data of better precision.

At the same time, the analysis has left some space to strengthen our measurements. First of all, a precise measurement of the integrated $R_{\chi_{c}}$ and $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ ratios as well as $R_{\chi_{c}}$ differential distributions using the entire di-electron data set would be a demonstration of the reliability of the results.

Secondly, the precision of the $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ measurement would be greatly improved if larger Monte Carlo statistics was used. In addition, an improvement might be achieved by recalculating track parameters of the selected $e^{+} e^{-}$pairs, using constraints consistent with the photon conversion hypothesis.

Finally, a study of the polarization of $\chi_{c}$ might provide a more exclusive test for the production mechanism of the charmonium production [9, 13, 107]. It could be performed by examining the angular distribution of the photon in the $\chi_{c}$ rest frame. However, the isolation of the $\chi_{c}$ photon from the combinatorial background associated to the $\chi_{c}$ signal would present a particular challenge in this case.

Perhaps in the nearest future HERA-B analyses will be able to provide such information. For any improvements beyond that, further studies based on larger, more precise data are necessary. This includes the extension of the existing kinematical limits of experimental results as well as other, more exclusive tests.

## Appendix A

## $K_{s}^{0}$ studies

A summary of the $K_{s}^{0}$ analysis ${ }^{1}$ in the minimum bias data taken in April 2000 is presented. Using the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$signal we estimate the ghost-rates as well as the efficiency. Finally we extract the $K^{0} / \bar{K}^{0}$ cross-section.

The data shown are mainly from run 14577 (carbon wire $i 2$ and runs 14551-14554 (titanium wire $i 1$ ). The runs were taken at a nominal interaction rate of 5 MHz . The data are compared to a simulation based on the event generator FRITIOF [78]. The number of simulated interactions per event follows a Poisson distribution with the mean value $\mu=0.5$.

## A. 1 Introduction

The HERA-B detector is a fixed target spectrometer designed for research in the field of heavy quark physics: charm and, to a lesser extent, bottom. The spectrometer is divided into a vertex detector (VDS), employing silicon strip technology for precision measurement of vertices, and a main tracker, dedicated to tracking, momentum measurement and triggering. The pattern tracker, tracking devices placed between the magnet and the Ring Imaging Cherenkov Detector (RICH), is the most important component of the main tracker. It consists of four superlayers of outer (PC01-PC04) and inner (MS10-MS13) tracking devices (Fig.1), sufficient for standalone pattern recognition. The outer tracker (OTR) is built from honeycomb drift chambers with a tube diameter of 10 and 5 mm , for the outer and inner sectors, respectively. The inner tracker (ITR) uses Micro-Strip Gaseous Chambers with a Gas Electron Multiplier (MSGC-GEM). In a first step, tracks are reconstructed in the pattern tracker, according to the general concept of HERA-B. In the second step, the track segments found in the pattern tracker are propagated upstream trough the magnet. The resulting track is then matched to the segments reconstructed in the vertex detector. There exists a considerable amount of low-momentum tracks stemming from secondary interactions and in-flight decays. These tracks are strongly affected by multiple scattering. Together with a large track density this makes the probability

[^30]of track-overlap relatively high. A reconstruction algorithm has to cope with clusters of hits from several nearby tracks. Consequently, the resolution of the left-right ambiguity becomes a difficult task. The goal of the present study is to answer two questions:

1. How large is the ghost-rate in the decay $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$?
2. What is the corresponding track efficiency?

For this purpose a Monte Carlo sample ${ }^{2}$ of minimum bias events with 0.5 interactions per event (Poisson distributed) has been used. The detector has been simulated using a scenario for the run 2000 detector geometry and performance. The following efficiencies and resolutions were used for the OTR and ITR:

$$
\begin{array}{lll}
\text { hit efficiency : } & \varepsilon_{O T R}^{h i t}=90 \% & \varepsilon_{I T R}^{h i t}=86 \% \\
\text { hit resolution : } & \sigma_{O T R}^{h i t}=500 \mu m & \sigma_{I T R}^{h i t}=200 \mu m \tag{A.1}
\end{array}
$$

The is referred to as "realistic" scenario.
The results are compared to a more "optimistic" scenario with

$$
\begin{array}{lll}
\text { hit efficiency : } & \varepsilon_{O T R}^{h i t}=95 \% & \varepsilon_{I T R}^{h i t}=95 \% \\
\text { hit resolution : } & \sigma_{O T R}^{h i t}=500 \mu m & \sigma_{I T R}^{h i t}=200 \mu m \tag{A.2}
\end{array}
$$

The evaluation of the ghost-rate level in $K_{s}^{0}$ was based on the correspondence: reconstructed track $\rightarrow$ Monte Carlo particle. The assignment was performed by means of hit matching [105]: a reconstructed track is assigned to a generated particle if the largest fraction - typically $70 \%$ - of the reconstructed hits was caused by this particle. No boundary condition was requested during that procedure. The $70 \%$ criterion was only used to sort out the selected events as described below.

The efficiency estimation was based on the correspondence Monte Carlo particle $\rightarrow$ reconstructed track. It is basically the same procedure as in the ghost level evaluation above. The assignment was done by using the hit matching technique. In this case, however, the momentum of a simulated particle is compared to the momenta of the corresponding reconstructed tracks. In order to avoid multiple assignment, only the best choice was considered.

## A. $2 \quad K_{s}^{0}$ signal

The two pion decay of the $K_{s}^{0}$ meson is reconstructed employing the VDS and the pattern tracker. The $\pi^{+} \pi^{-}$invariant mass for four target materials is shown in Fig. A.2. Two oppositely charged tracks were required to come form a common vertex. The distance
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Figure A.1: 3D view of superlayers of the OTR [61].
between two tracks (at the vertex position) must be less less than 0.4 mm (closest distance approach or CDA cut). The transverse distance to the primary vertex must be smaller than 0.6 mm (impact parameter cut). The reconstructed vertex must be located at least 1.3 mm (in the kaon CMS) downstream of the primary vertex (decay length cut). In addition the standard clone removal procedure, based on using clone flags for the VDS and the main tracker (inner + outer), was used. Both tracks were assigned the pion mass for the invariant mass calculation. The selection criteria are summarized in Table A.1. The parameters concerning reconstructed $K_{s}^{0}$ are collected in Tables A. 2

Table A.1: Standard selection cuts used for $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$reconstruction.

| cut | value |
| :--- | :--- |
| CDA | $<0.4 m m$ |
| Impact Parameter | $<0.6 m m$ |
| Decay Length | $>1.3 m m$ |
| Minimum hits in VDS | $\geq 5$ |
| Minimum hits in OTR | $\left(N_{I T R}^{h i t s}+N_{O T R}^{\text {hits }} \geq 10\right)$ |
|  | or $\left(N_{O T T R}^{h i t s} \geq 10\right)$ |
|  | or $\left(N_{O T R}^{h i t s} \geq 7\right)$ |
| Clone removal |  |

and A.3. The width of the measured mass peak is approximately 2 MeV higher than the Monte Carlo expectation (see Fig.A.3). The position of the mass peak is shifted by


Figure A.2: $K_{s}^{0}$ reconstructed for four different materials: $C$ - carbon (i2, run 14577); Ti titanium (i1, runs 14551-14554); Al-aluminum (a2, runs 14605,14606) and $W$ - tungsten (b2, runs 14639,14644 ) obtained from the minimum bias data taken in April 2000. The invariant mass distribution is fitted with a Gaussian (signal) and, a $5^{\text {th }}$ order polynomial (background).
approximately 2 MeV to a lower mass region, relative to the simulated signal. The reason for these differences between data and Monte Carlo is not understood. In addition, there are discrepancies, in the signal/background ratio for some given cuts. The last indicate that the multiplicity is not properly reproduced in the simulation while there is a good agreement for the $K_{s}^{0}$ inclusive distributions, as will be discussed in the next section.

## A. 3 Data - Monte Carlo comparison

Kinematical quantities (transverse momentum, $p_{T}$, momentum, $p$, Feynman variable, $x_{F}$, and pseudorapidity, $\eta$ of the $K_{s}^{0}$, given by equation (A.3), as well as momentum and transverse momentum of the outgoing pions) were used in order to compare the Monte

Table A.2: Measured $K_{s}^{0}$ signal and its parameters.

| target | \# kaons | S/B (for $3 \sigma$ ) | mass, MeV | $\sigma, \mathrm{MeV}$ |
| :--- | :--- | :--- | :--- | :--- |
| C | $2256 \pm 67$ | $4.63 \pm 0.16$ | $496.7 \pm 0.1$ | $5.8 \pm 0.1$ |
| Ti | $2108 \pm 69$ | $3.26 \pm 0.13$ | $497.0 \pm 0.2$ | $6.5 \pm 0.2$ |
| Al | $1473 \pm 58$ | $5.48 \pm 0.35$ | $496.9 \pm 0.2$ | $6.3 \pm 0.2$ |
| W | $907 \pm 45$ | $3.85 \pm 0.49$ | $497.1 \pm 0.3$ | $6.5 \pm 0.3$ |

Table A.3: Simulated $K_{s}^{0}$ signal and its parameters.

| target | \# kaons | S/B (for $3 \sigma$ ) | mass, MeV | $\sigma, \mathrm{MeV}$ |
| :--- | :--- | :--- | :--- | :--- |
| C | $822 \pm 41$ | $8.0 \pm 0.5$ | $498.7 \pm 0.2$ | $3.9 \pm 0.3$ |
| C | $460 \pm 29$ | $6.1 \pm 0.7$ | $498.1 \pm 0.2$ | $3.8 \pm 0.2$ |



Figure A.3: $K_{s}^{0}$ reconstructed Monte Carlo for two different materials: $C$ - carbon (i2); Ti titanium (i1). The invariant mass distribution is fitted with a Gaussian (signal) and a $5^{\text {th }}$ order polynomial (background). The plots were obtained with the "realistic" scenario (Eq.(A.1)).

Carlo simulations to the measured data.

$$
\begin{align*}
p_{T} & =\sqrt{\left(p_{x}^{+}+p_{x}^{-}\right)^{2}+\left(p_{y}^{+}+p_{y}^{-}\right)^{2}} \\
p & =\sqrt{\left(p_{x}^{+}+p_{x}^{-}\right)^{2}+\left(p_{y}^{+}+p_{y}^{-}\right)^{2}+\left(p_{z}^{+}+p_{z}^{-}\right)^{2}}  \tag{A.3}\\
x_{F} & =\frac{2 p_{l}^{c m}}{\sqrt{s}}=\frac{1}{m_{p}}\left[p_{l}-E \sqrt{\frac{E_{\text {bam }}-m_{p}}{E_{\text {beam }}+m_{p}}}\right] \\
\eta & =-\log \left(\tan \left(\frac{\theta}{2}\right)\right)
\end{align*}
$$

where $p_{i}^{ \pm},(i=x, y, z)$ are components of the track momenta; $p_{l}$ and $E$ are the longitudinal momentum and energy of the kaon in the lab frame, respectively; $p_{l}^{c m}$ is the longitudinal momentum of the kaon in the center of mass (CM) frame; $\sqrt{s}$ is the CM energy; $\theta$ is the angle between the beam direction and the direction of the particle; $m_{p}$ is the proton mass; $E_{\text {beam }}$ is the beam energy in the lab frame.

The comparison for two materials (carbon and titanium) shows quite good agreement for the distributions corresponding to $K_{s}^{0}$ signal (Fig. A.5,A.7,A.8,A.10). The same analysis for the background distributions, obtained from the " $K_{s}^{00}$ side bands shows that the positively charged tracks behave in a different way from the tracks with negative charge (Fig. A.6,A.9).

The signal distributions (Fig. A.5,A.7,A.8,A.10) were obtained by applying the following cuts (in addition to those described in the Table A.1):

$$
\begin{gather*}
\text { decay length }>5 \mathrm{~mm}  \tag{A.4}\\
\max \left(p^{+} / p^{-}, p^{-} / p^{+}\right)<4 .
\end{gather*}
$$

The resulting $\pi^{+} \pi^{-}$invariant mass distribution obtained by applying the cuts above are shown in Fig. A.4. The background distributions, compared in Fig. A. 6 and A.9, were


Figure A.4: $\pi^{+} \pi^{-}$invariant mass distribution obtained with the application of (A.4) in addition to the standard selection cuts, described in Table A. 1 are presented for carbon (C) and titanium (Ti) targets in case of data (data) and Monte Carlo (MC). Monte Carlo distributions were obtained with the "realistic" scenario (Eq.(A.1)).
obtained using the " $K_{s}^{0}$ " side bands (outside $3 \sigma$ ) by employing only standard selection cuts, described in Table A.1.

The comparison data - Monte Carlo, shown in Fig. A.5-A.10, is done for the "realistic" detector simulation scenario (see Eq.(A.1)). The corresponding distributions for the "optimistic scenario (Eq.(A.2)) are not expected to be different.

## A. 4 Ghost Rates in $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decay

The standard way to evaluate the ghost level is based on the hit matching technique, where a $70 \%$ criterion is applied, as described in [105]. The ghost rate in $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$ appears to be of order 18 (36) \% in the pattern tracker for the carbon (titanium) target material. But looking at the invariant mass distribution of two tracks one of which does not satisfy the $70 \%$ condition, it is found that they contribute to the signal (Fig. A.11, lower plot). That is a clear indication that the value obtained by the direct application of " $70 \%$ criterion" does not reflect the real number. Below that limit there subsists some mixture of physical tracks together with ghosts. It is possible to make an evaluation of real ghost rates by counting sorted tracks as a function to the $70 \%$ limit. Table A. 4 presents a summary.

Table A.4: Different kinds of tracks in according to $70 \%$ criterion.

| fraction of hits | kind of track | matched to |
| :--- | :--- | :--- |
| (physical tracks be- <br> yond any doubts) | good | $\pi^{ \pm}$from $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$ |
|  |  | $\mu^{ \pm}$from $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}, \pi \rightarrow \mu \nu$ |
|  | other | a simulated track |
| $>70 \%$ <br> (ghost candidates) | false ghost | $\pi^{ \pm}$from $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$ |
|  |  | $\mu^{ \pm}$from $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}, \pi \rightarrow \mu \nu$ |
|  | other/ghost | a simulated track or ghost |

The definition were as follows:

- "good": reconstructed track matched to $K_{s}^{0}$ track following the $70 \%$ criterion (including the decay chain $\pi \rightarrow \mu \nu)$.
- "other": reconstructed track matched to a simulated track (but not the pion or muon from the $K_{s}^{0}$ decay or subsequent pion decay) following $70 \%$ criterion.
- "false ghost": reconstructed track matched to a simulated track with a fraction of common hits less then $70 \%$ but contributes to the peak (e.g. it is supposed to be a physical one).
- "other/ghost": reconstructed track which does not satisfy the $70 \%$ criterion and does not contribute to the signal.


Figure A.5: Transverse momentum of the tracks, $p_{t}^{\text {tr }}$, momentum of the tracks, $p^{t r}$, and reconstructed $K_{s}^{0}$ momentum, $p$, are presented for reconstructed data (black markers), Monte Carlo data simulated and reconstructed (light markers) and generator quantities (histogram) of carbon wire $i 2$.


Figure A.6: Transverse momentum of the tracks, $p_{t}^{t r}$, momentum of the tracks, $p^{t r}$, and reconstructed momentum, $p$, are presented for reconstructed data (markers), Monte Carlo data simulated and reconstructed (histogram) of carbon wire $i 2$. Distributions correspond to the background events from " $K_{s}^{0}$ " sidebands (outside $3 \sigma$ region).


Figure A.7: Feynman $x, x_{F}$, transverse momentum, $p_{t}$ and pseudorapidity, $\eta$, of $K_{s}^{0}$ are presented for reconstructed data (black markers), Monte Carlo data simulated and reconstructed(light markers) and generator quantities (blue histogram) of carbon wire $i 2$.


Figure A.8: Transverse momentum of the tracks, $p_{t}^{t r}$, momentum of the tracks, $p_{t}^{t r}$, and reconstructed $K_{s}^{0}$ momentum, $p$, are presented for reconstructed data (black markers), Monte Carlo data simulated and reconstructed (red markers) and generator quantities (blue histogram) of titanium wire $i 1$.


Figure A.9: Transverse momentum of the tracks, $p_{t}^{t r}$, momentum of the tracks, $p^{t r}$, and reconstructed momentum, $p$, are presented for reconstructed data (markers), Monte Carlo data simulated and reconstructed (histogram) of titanium wire i1. Distributions correspond to the background events from " $K_{s}^{0}$ " sidebands (outside $3 \sigma$ region).


Figure A.10: Feynman $x, x_{F}$, transverse momentum, $p_{t}$ and pseudorapidity, $\eta$, of $K_{s}^{0}$ are presented for reconstructed data (black markers), Monte Carlo data simulated and reconstructed (light markers) and generator level (histogram) of titanium wire $i 1$.

Fig. A.11,A. 12 show the corresponding invariant mass distributions for carbon. The number of tracks with a fraction of common hits less than $70 \%$ that does not contribute to the signal but are physical can be determined in the following way:

$$
N_{<70 \%}^{o \text { ther }}=\frac{N^{\text {false ghost }}}{N^{\text {good }}} \cdot N^{o t h e r} .
$$

The ghost rate in $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decay is:

$$
R_{g h}=\frac{N^{\text {other/ghost }}-N_{<70 \%}^{o t h e r}}{N^{\text {false ghost }}+N^{\text {good }}} .
$$

One should notice that one of the tracks in the selected event is always matched to a Monte Carlo simulated pion coming from $K_{s}^{0}$ with the fraction of common hits greater that $70 \%$.

The evaluated ghost rates for long tracks (VDS-OTR/ITR) in the pattern tracker using 50330 (21120) Monte Carlo simulated minimum bias events for carbon (titanium) target material are presented in Table A.5. The signal selection criteria, in this case, have been relaxed. We only require that two long charged VDS-OTR/ITR tracks form a vertex. The ghost rate, $R_{g h}$, evaluated for titanium target is twice higher than that for carbon. This might be connected to the fact that the track multiplicity in the case of titanium is much higher. The cuts usually exploited for the $K_{s}^{0}$ selection (see Table A.1) have been applied in turn in order to investigate their influence on the ghost rate. It is clearly seen that the application of such cuts could reduce the problem significantly. The same analysis for the VDS gives a ghost rate less than $4 \%$ for both target materials. The precision is in this case, however, much worse. Let us now go trough Table A.5. The

Table A.5: Ghost rate in $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$for titanium wire $i 1$ and carbon wire $i 2$.

| selection <br> level | Ghost Rate, \% |  |  |
| :--- | :--- | :--- | :--- |
|  | Carbon | Titanium |  |
|  | "realistic" | "realistic" | "optimistic" |
| 0 | $9.8 \pm 1.3 \%$ | $17.7 \pm 3.5 \%$ | $18.2 \pm 3.4 \%$ |
| 1 | $3.9 \pm 1.0 \%$ | $2.1 \pm 2.7 \%$ | $5.3 \pm 2.2 \%$ |
| 2 | $1.5 \pm 0.4 \%$ | $1.6 \pm 0.6 \%$ | $1.0 \pm 0.4 \%$ |
| 3 | $9.4 \pm 1.4 \%$ | $17.1 \pm 3.4 \%$ | $13.8 \pm 3.5 \%$ |

meaning of the selection levels is as follows:

- selection level 0: all combinations of VDS-OTR/ITR tracks have been considered;
- selection level 1: those events have been used which have been left after standard application of clone removal (based on clone flags for VDS and main tracker);



Figure A.11: Monte Carlo selected events, sorted according to the 70 \% limit, where both (upper plot) or one of the two tracks (lower plot) is always "good". The sample is for carbon wire $i 2$ with only VDS-OTR/ITR charged track considered. The plots were obtained with the "realistic" scenario (Eq.(A.1)).



Figure A.12: Monte Carlo selected events, sorted according to the $70 \%$ limit, where one of the two tracks is always "good". Upper plot shows the "good"- "other" combination, while lower plot shows "good"-"other/ghost". The sample is for carbon wire $i 2$ with only VDS-OTR/ITR charged track considered. The plots were obtained with the "realistic" scenario (Eq.(A.1)).

- selection level 2: only events which have been left after application of selection cuts such as CDA cut, impact parameter cut and decay length cut described in section 2 (Table A.1) have been used;
- selection level 3: only those events have been used, which have been left after track preselection based on requirement for tracks to have at least 5 reconstructed hits in VDS and 10 reconstructed hits in inner and outer tracker (or in outer tracker only or 7 reconstructed hits in inner tracker only, see Table A.1).

Comparing the numbers obtained by running a "realistic" simulation scenario (Eq.(A.1)) for titanium material with those obtained with an "optimistic" setting (Eq.(A.2)) shows no difference in ghost rate within the given errors. However, the track preselection is more efficient in removing ghosts in case of higher hit efficiencies.

## A. 5 Efficiency determination

Efficiencies related to the $K_{s}^{0}$ reconstruction are calculated for reference neutral kaons, selected to define the acceptance. Reference kaons are simulated $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decays in normal inelastic proton nucleus interactions. The decay products must have a momentum $p>1 \mathrm{GeV}$ and pass more than 3 VDS layers and 11 layers of the pattern tracker. As can be seen in Fig. A.13, most of the tracks originating from $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$cross more than 20 layers, in the pattern tracker. Nevertheless, in order not to loose tracks crossing less than 20 layers, the lowest limit was chosen to be 11 layers passed. Together with the above requirement, simulated charged pions were required to have a minimum number of associated hits in VDS and the pattern tracker (chosen to be 5 and 10, respectively). This allows to avoid non reconstructable tracks due to hit inefficiency and other complications (Fig. A.14). Thus the acceptance is defined as ${ }^{3}$

$$
\begin{equation*}
\varepsilon_{g e o}=\frac{N_{K_{s}^{0} \rightarrow \pi^{+} \pi^{-}}^{r e f}}{N_{K_{s}^{0} \rightarrow \pi^{+} \pi^{-}}^{t o}} \tag{A.5}
\end{equation*}
$$

Reconstructed kaons are defined as $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decays in which both of the pions have at least one assigned reconstructed track. The reconstruction efficiencies in VDS, $\varepsilon_{\text {reco }}^{V D S}$, in the pattern tracker, $\varepsilon_{\text {reco }}^{\text {Patt }}$, and in both of them together, $\varepsilon_{\text {reco }}$, are:

$$
\begin{gather*}
\varepsilon_{\text {reco }}^{V D S}=\frac{N_{K_{s}^{0} \rightarrow \pi^{+} \pi^{-}}^{V D S}}{N_{K-\pi^{0}}^{r e f}}  \tag{A.6}\\
\varepsilon_{\text {reco }}^{\text {Patt }}=\frac{N_{K_{s}^{0} \rightarrow \pi^{-}}^{P a t t}}{N_{K_{s}^{0} \rightarrow \pi^{-}}^{\text {ref }}} \tag{A.7}
\end{gather*}
$$
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\[

$$
\begin{equation*}
\varepsilon_{\text {reco }}=\frac{N_{K_{s}^{0} \rightarrow \pi^{+} \pi^{-}}^{V D S+P a t t}}{N_{K_{s}^{0} \rightarrow \pi^{+} \pi^{-}}^{\text {ref }}} \tag{A.8}
\end{equation*}
$$

\]

Here, the number of reconstructed $K_{s}^{0}$ in VDS, $N_{K_{s}^{0} \rightarrow \pi^{+} \pi^{-}}^{V D S}$, and in the pattern tracker, $N_{K_{s}^{0} \rightarrow \pi^{+} \pi^{-}}^{P a t t}$. The efficiency of matching two reconstructed segments of the pattern tracker and the VDS is defined as follows:

$$
\begin{equation*}
\varepsilon_{\text {match }}=\frac{\varepsilon_{\text {reco }}}{\varepsilon_{\text {reco }}^{V D S} \cdot \varepsilon_{\text {reco }}^{\text {Patt }}} \tag{A.9}
\end{equation*}
$$

The selection efficiency is:

$$
\begin{equation*}
\varepsilon_{\text {sel }}=\frac{N_{m c}^{o b s}}{N_{K_{s}^{0} \rightarrow \pi^{+} \pi^{-}}^{r e}} \tag{A.10}
\end{equation*}
$$

Here $N_{m c}^{o b s}$ is the numner of observed $K_{s}^{0}$.

Table A.6: Efficiencies related to the reconstruction of $K_{s}^{0}$ meson obtained for $i 2$ and $i 1$ wires ("realistic" scenario).

| efficiencies, \% | Inner II (Carbon) | Inner I (Titanium) |
| :--- | :--- | :--- |
| $\varepsilon^{\text {geo }}$ | $10.6 \pm 0.3$ | $10.3 \pm 0.3$ |
| $\varepsilon_{\text {reco }}^{V D S}$ | $92.9 \pm 2.7$ | $92.1 \pm 3.7$ |
| $\varepsilon_{\text {recto }}^{\text {Patt }}$ | $89.3 \pm 2.6$ | $89.0 \pm 3.6$ |
| $\varepsilon_{\text {reco }}$ | $66.0 \pm 2.1$ | $64.1 \pm 2.9$ |
| $\varepsilon_{\text {match }}$ | $79.5 \pm 4.1$ | $78.3 \pm 5.7$ |
| $\varepsilon_{\text {sel }}$ | $49.3 \pm 2.7$ | $55.6 \pm 4.0$ |
| $\varepsilon_{\text {tot }}$ | $3.4 \pm 0.3$ | $3.7 \pm 0.3$ |

Table A.7: Efficiencies related to the reconstruction of $K_{s}^{0}$ meson obtained for $i 2$ and $i 1$ wires ("optimistic" scenario).

| efficiencies, \% | Inner II (Carbon) | Inner I (Titanium) |
| :--- | :--- | :--- |
| $\varepsilon^{\text {geo }}$ | $10.7 \pm 0.4$ | $10.3 \pm 0.3$ |
| $\varepsilon_{\text {reco }}^{V D S}$ | $93.2 \pm 5.0$ | $92.0 \pm 3.7$ |
| $\varepsilon_{\text {rect }}^{\text {Patt }}$ | $90.9 \pm 5.0$ | $92.6 \pm 3.7$ |
| $\varepsilon_{\text {reco }}$ | $67.6 \pm 4.0$ | $67.9 \pm 3.0$ |
| $\varepsilon_{\text {match }}$ | $79.8 \pm 7.7$ | $79.7 \pm 5.7$ |
| $\varepsilon_{\text {sel }}$ | $49.2 \pm 5.0$ | $58.1 \pm 4.5$ |
| $\varepsilon_{\text {tot }}$ | $3.5 \pm 0.4$ | $4.1 \pm 0.4$ |

The total efficiency to detect the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decay is defined as follows:

$$
\begin{equation*}
\varepsilon_{t o t}=\varepsilon_{\text {geo }} \cdot \varepsilon_{\text {reco }} \cdot \varepsilon_{\text {sel }} \tag{A.11}
\end{equation*}
$$

The efficiencies obtained with 50330 events ${ }^{4}$ (carbon) and 21120 events (titanium) are shown in table A.6. As can be seen in Fig. A.15, there is a good agreement between simulated and reconstructed momenta of pion tracks when the kaons are reconstructed in both the VDS and the pattern tracker. The agreement is less good, especially for low momenta $(<5 \mathrm{GeV})$, when only the VDS or the pattern tracks information is used (Fig. A.16,A.17). It is interesting to note that almost all such events with large momentum difference belong to positive pion tracks when the $K_{s}^{0}$ is reconstructed in the pattern tracker and almost all these tracks have reconstructed momenta smaller than 1 GeV (Fig. A.16, upper plots). The fraction of such events is about $10 \%$. No difference between $\pi^{+}$and $\pi^{-}$is observed when the $K_{s}^{0}$ is reconstructed in the VDS alone.

The corresponding efficiencies obtained with the "optimistic" scenario are slightly higher (Table A.7). However, the results are compatible within the errors. As shown in Fig. A.18-A.20, similar conclusion can be drawn. Fig. 21-28 show the geometrical acceptance and the reconstruction efficiency of the kaon as a function of the scaling variable, $x_{F}$, the pseudorapidity, $\eta$, transverse momentum, $p_{T}$, and momentum, $p$, of the particle.

It is also observed that the wrong charge assignment is quite significant when the decay is reconstructed in the VDS, whereas it is small for $K_{s}^{0}$ reconstructed in the pattern tracker and completely negligible when the decay is detected in both subsystems. The related numbers are presented in Table A.8.

Table A.8: Wrong charge assignment ratio in $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decay.

| wire | Inner II <br> (Carbon wire) |  | Inner I <br> (titanium wire) |  |
| :--- | :--- | :--- | :--- | :--- |
| scenario | "realistic" | "optimistic" | "realistic" | "optimistic" |
| VDS | $14.54 \%$ | $12.92 \%$ | $14.47 \%$ | $12.21 \%$ |
| OTR/ITR | $1.23 \%$ | $0.76 \%$ | $1.21 \%$ | $1.42 \%$ |
| VDS-OTR/ITR | $0.06 \%$ | - | - | - |
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Figure A.13: Number of layers, $N_{\text {lay }}$, crossed by a track in the pattern region of the tracking system versus pseudorapidity, $\eta$, of simulated $K_{s}^{0}$ meson. The plots are shown for the reference $K_{s}^{0}$ tracks.


Figure A.14: Number of reconstructed $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decays as a function of associated hits in VDS (up) and the pattern tracker (down) for carbon (C) and titanium (Ti) targets. The plots were obtained with the "realistic" scenario (Eq.(A.1)).


Figure A.15: Momentum of simulated pions from the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$versus momentum of reconstructed tracks assigned to the pions. The $K_{s}^{0}$ is reconstructed. The plots were obtained with the "realistic" scenario (Eq.(A.1)).


Figure A.16: Momentum of simulated pions from the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$versus momentum of reconstructed tracks assigned to the pions. The $K_{s}^{0}$ is reconstructed in the pattern tracker. The plots were obtained with the "realistic" scenario (Eq.(A.1)).


Figure A.17: Momentum of simulated pions from the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$versus momentum of reconstructed tracks assigned to the pions. The $K_{s}^{0}$ is reconstructed in the VDS. The plots were obtained with the "realistic" scenario (Eq.(A.1)).


Figure A.18: A.2)). Momentum of simulated pions from the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$versus momentum of reconstructed tracks assigned to the pions. The $K_{s}^{0}$ is reconstructed. The plots were obtained with the "optimistic" scenario (Eq.(


Figure A.19: Momentum of simulated pions from the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$versus momentum of reconstructed tracks assigned to the pions. The $K_{s}^{0}$ is reconstructed in the pattern tracker. The plots were obtained with the "optimistic" scenario (Eq.(A.2)).


Figure A.20: Momentum of simulated pions from the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$versus momentum of reconstructed tracks assigned to the pions. The $K_{s}^{0}$ is reconstructed in the VDS. The plots were obtained with the "optimistic" scenario (Eq.(A.2)).


Figure A.21: Geometrical acceptance (square marker) and reconstruction efficiency (circle marker) as a function of Feynman $x_{F}$ of $K_{s}^{0}$, for carbon target $i 2$ (left) and titanium target $i 1$ (right). The plots were obtained with the "realistic" scenario (Eq.(A.1)). The uncertainties, that are not shown explicitly in left plot, are of the same order as those shown in right plot.


Figure A.22: Geometrical acceptance (square marker) and reconstruction efficiency (circle marker) as a function of the pseudorapidity $\eta$ of $K_{s}^{0}$, calculated in the lab frame for carbon target $i 2$ (left) and titanium target $i 1$ (right). The plots were obtained with the "realistic" scenario (Eq.(A.1)). The uncertainties, that are not shown explicitly in left plot, are of the same order as those shown in right plot.


Figure A.23: Geometrical acceptance (square marker) and reconstruction efficiency (circle marker) as a function of the transverse momentum $p_{T}$ of $K_{s}^{0}$, for carbon target $i 2$ (left) and titanium target i1 (right). The plots were obtained with the "realistic" scenario (Eq.(A.1)). The uncertainties, that are not shown explicitly in left plot, are of the same order as those shown in right plot.


Figure A.24: Geometrical acceptance (square marker) and reconstruction efficiency (circle marker) as a function of the kaon momentum $p$, for carbon target $i 2$ (left) and titanium target $i 1$ (right). The plots were obtained with the "realistic" scenario (Eq.(A.1)). The uncertainties, that are not shown explicitly, are of the same order as those presented for "realistic" scenario.


Figure A.25: Geometrical acceptance (square marker) and reconstruction efficiency (circle marker) as a function of Feynman $x_{F}$ of $K_{s}^{0}$, for carbon target $i 2$ (left) and titanium target $i 1$ (right). The plots were obtained with the "optimistic" scenario (Eq.(A.2)). The uncertainties, that are not shown explicitly, are of the same order as those presented for "realistic" scenario (Fig. A.21).


Figure A.26: Geometrical acceptance (square marker) and reconstruction efficiency (circle marker) as a function of the pseudorapidity $\eta$ of $K_{s}^{0}$, calculated in the lab frame for carbon target $i 2$ (left) and titanium target $i 1$ (right). The plots were obtained with the "optimistic" scenario (Eq.(A.2)). The uncertainties, that are not shown explicitly, are of the same order as those presented for "realistic" scenario (Fig. A.22).


Figure A.27: Geometrical acceptance (square marker) and reconstruction efficiency (circle marker) as a function of the transverse momentum $p_{T}$ of $K_{s}^{0}$, for carbon target $i 2$ (left) and titanium target $i 1$ (right). The plots were obtained with the "optimistic" scenario (Eq.(A.2)). The uncertainties, that are not shown explicitly, are of the same order as those presented for "realistic" scenario (Fig. A.23).


Figure A.28: Geometrical acceptance (square marker) and reconstruction efficiency (circle marker) as a function of the kaon momentum $p$, for carbon target $i 2$ (left) and titanium target $i 1$ (right). The plots were obtained with the "optimistic" scenario (Eq.(A.2)). The uncertainties, that are not shown explicitly, are of the same order as those presented for "realistic" scenario (Fig. A.24).

## A. 6 Cross-section evaluation

Using the efficiencies determined above it is possible to evaluate the $K^{0} / \bar{K}^{0}$ production cross-section in proton nucleus interactions at $\sim 41.6 \mathrm{GeV}$ CM energy. The cross-section is determined as follows:

$$
\begin{equation*}
\sigma=\frac{N^{o b s}}{\varepsilon_{t o t} \cdot B r} \cdot \frac{1}{L} \tag{A.12}
\end{equation*}
$$

Here $N^{o b s}$ is the measured number of $K_{s}^{0} ; B r$ is the branching ratio of the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$ decay channel $(B r=0.6861 \pm 0.0028) ; \varepsilon_{t o t}$ is the total efficiency for the detection of this channel (Eq.(A.11); $L$ is the integrated luminosity (taken from [108]). The results are presented in Table A.9.

Table A.9: Measured $K^{0} / \bar{K}^{0}$ cross-section in interval of $0.12<x_{F}<0$

| target | runs | L, <br> $(m b \cdot n u c l .)^{-1}$ | $N^{\text {obs }}$ | $\sigma$, <br> $m b \cdot n u c l$. <br> "realistic" | $\sigma$, <br> mb $\cdot$ nucl. <br> "optimistic" |
| :--- | :--- | :--- | :--- | :--- | :--- |
| C | 14577 | $1093 \pm 38$ | $2256 \pm 67$ | $88 \pm 9$ | $85 \pm 11$ |
| Ti | 14551, <br> 15553 | $308 \pm 10$ | $2015 \pm 67$ | $261 \pm 23$ | $233 \pm 23$ |

The raw $x_{F}$ and $p_{T}$ spectra recorded by HERA-B in April 2000 are shown in Fig. A.29. To obtain them the invariant mass spectra (from carbon and titanium wire) were divided into $p_{T}$ and $x_{F}$ bins. Each bin then undergoes the fit for the kaon peak as for the entire signal (as described in section 1). The width of the standard bins is 0.2 GeV for $p_{T}$ and 0.02 for $x_{F}$.

Fig. A.30,A. 31 show the $p_{T}$ and $x_{F}$ spectra of the $K_{s}^{0}$ particle corrected by geometrical acceptance, reconstruction and selection efficiencies ${ }^{5}$. The fit of the $x_{F}$ spectra are made using the function

$$
\begin{equation*}
\frac{d N}{d x_{F}}=A\left(1-\left|x_{F}\right|\right)^{n} \tag{A.13}
\end{equation*}
$$

The resulting values of the fit parameter $n$ are listed in Table A.10.
To find the differential $p_{T}$ spectrum each bin was calculated using the formula:

$$
\begin{equation*}
\frac{d N}{d p_{t}^{2}}=\frac{N_{K_{s}^{0}}^{i}}{N_{0} \cdot p_{T}^{i}} \tag{A.14}
\end{equation*}
$$

$N_{0}$ is a normalization factor chosen to be $N_{0}=2 \cdot N^{o b s}$, where $N^{\text {obs }}$ is the number of observed neutral kaons; $N_{K_{s}^{0}}^{i}$ is the acceptance-corrected number of observed neutral kaons per bin (Fig.A.30) and $p_{T}^{i}$ is the average transverse momentum for bin $i$. Figure A. 32 shows $d N / d p_{t}^{2}$ as a function of the transverse momentum for both target materials.
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Figure A.29: Raw $x_{F}$ and $p_{T}$ spectra of the $K_{s}^{0}$ meson recorded by HERA-B in April 2000. Histogram show spectra obtained on titanium wire, while markers show spectra obtained on carbon wire.


Figure A.30: The acceptance-corrected $p_{T}$ spectrum of the $K_{s}^{0}$ meson. The errors are statistical.


Figure A.31: The acceptance-corrected $x_{F}$ spectrum of the $K_{s}^{0}$ meson. The errors are statistical. The fit is made using the parametrization of Eq.(A.13).


Figure A.32: Differential cross-section for $K^{0} / \bar{K}^{0}$ production versus transverse momentum measured at HERA-B for carbon ( $C$ ) and titanium ( Ti ) targets. The fit is made using the parametrization of Eq.(A.15). The y axes are in arbitrary units.

The calculated values and statistical errors ${ }^{6}$ are shown along with a fit to the function

$$
\begin{equation*}
\frac{d N}{d p_{t}^{2}}=A e^{-B p_{T}} \tag{A.15}
\end{equation*}
$$

The resulting values of fit parameter $B$ are listed in Table A.10.
Table A.10: Results of fits to $d N / d x_{F}$ and $d N / d p_{T}^{2}$.

|  | $n$ | $B, \mathrm{GeV}^{-} 2$ |
| :--- | :--- | :--- |
| Carbon | $5.8 \pm 3.6$ | $3.5 \pm 0.2$ |
| Titanium | $1.3 \pm 4.1$ | $3.4 \pm 0.3$ |

## A. 7 Conclusions

Base of on the studies performed, one can conclude that the amount of ghosts in $K_{s}^{0} \rightarrow$ $\pi^{+} \pi^{-}$decay is about $10(18) \%$ for carbon (titanium) target. In both cases the problem decreases quite significantly with the application of selection cuts. The large reduction of ghost tracks due to the standard procedure of clone removal indicate a close connection between the problem of ghosts and multiple track reconstruction. In addition, it was found that this procedure of removing large amount of background events reduces also the signal by about $12 \%$.

The estimated reconstruction efficiency is $66 \%$ and $64 \%$ for carbon and titanium, respectively. The $K_{s}^{0}$ reconstruction efficiency in the VDS is estimated to be of order 93 (92) \%. The corresponding values for pattern tracker are about $89 \%$ for both targets. The loss due to the inefficiency of the matching between the VDS and the pattern tracker is estimated to be $21 \%$ amd $22 \%$, respectively. In terms of efficiency, the results obtained from different detector scenarios are compatible within the statistical errors. The comparison of the efficiencies obtained from different detector simulation scenarios show some difference in their values. This difference in compatible within the errors. The evaluated production cross-section of $K^{0} / \bar{K}^{0}$ is about $88(261) \mathrm{mb} \cdot$ nucleus, respectively for carbon and titanium.
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The $K_{s}^{0}$ analysis of 2002 data, presented in this appendix, was accomplished by spring 2002. The $K^{0} / \bar{K}^{0}$ cross-section estimated for proton-carbon and proton-titanium interactions (see Table A.9) were in accord with the corresponding numbers available at that time from a $V^{0}$ analysis [108], which resulted later in a publication [109].
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## Appendix B

## $R_{\chi_{c}}$ differential distributions

In this appendix we provide details concerning $x_{F}$ differential spectra of $R_{\chi_{c}}$, presented in chapter 6 , section 6.3 .

To obtain the differential $x_{F}$ spectra of $R_{\chi_{c}}$ we divide the $\mu^{+} \mu^{-}$invariant mass distribution into $x_{F}$ bins of size 0.06 (Table B.1), after the standard $J / \Psi$ selection (chapter 4, subsection 4.3.2 and Table 5.3). Each bin then undergoes the fit for the $J / \Psi$ signal (Fig. B.1(e,f)). In the fit we use a Gaussian to describe the signal and an exponential or a polynomial for background parametrization. Subsequently, the search for an isolated photon is performed for each bin of $x_{F}$. This is followed by the determination of the $\Delta M$ distributions in ranges of $x_{F}$ (Fig. B.1(a-d)). The $\chi_{c}$ signals are then extracted from a fit to $\Delta M$ (chapter 5, subsection 5.3.5). In the fit to $\Delta M$ we fix the width of the $\chi_{c}$ peak to $38 \mathrm{MeV} / \mathrm{c}^{2}$, in order to compensate for limited statistics and inaccuracies in the background description for marginal $x_{F}$ bins.

The resulting numbers are presented in Tables B.2-B.3, B.4-B. 5 and B.6-B. 7 for carbon, tungsten and combined data sets, respectively. Each of two tables contains:

- Numbers related to the evaluation of $R_{\chi_{c}}$,
- and the parameters of the fits to $\Delta M$ and $J / \Psi$ mass distributions.

Figure B. 1 sows, as an example, $\Delta M$ and $J / \Psi$ mass distributions related to the extraction of the $R_{\chi_{c}}$ ratio for the range $-0.06 \leq x_{F}<0.00$.

Table B.1: $x_{F}^{J / \Psi}$ bin numbering.

| Number | Bin |
| :---: | :---: |
| 1 | $-0.30 \leq x_{F}<-0.24$ |
| 2 | $-0.24 \leq x_{F}<-0.18$ |
| 3 | $-0.18 \leq x_{F}<-0.12$ |
| 4 | $-0.12 \leq x_{F}<-0.06$ |
| 5 | $-0.06 \leq x_{F}<0.00$ |
| 6 | $0.00 \leq x_{F}<0.06$ |
| 7 | $0.06 \leq x_{F}<0.12$ |

Table B.2: $R_{\chi_{c}}$ divided into $x_{F}^{J / \Psi}$ bins for carbon data. The numbers of $\chi_{c}, N_{\chi_{c}}$, and $J / \Psi$, $N_{J / \Psi}$, events, measured in proton-carbon interactions are presented. The simulated $\chi_{c}$ signal, $N_{\chi_{c}}^{M C}$, and number of $J / \Psi, N_{J / \Psi}^{\chi_{c}}$, stemming from $\chi_{c}$ radiative decays are also given along with the photon detection efficiency, $\varepsilon_{\gamma}$.

|  | Data |  |  | Monte Carlo |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| Bin | $R_{\chi_{c}}, \%$ | $N_{\chi_{c}}$ | $N_{J / \Psi}$ | $N_{\chi_{c}}^{M C}$ | $N_{J / \Psi}^{\chi_{c}}$ | $\varepsilon_{\gamma}$ |  |
| 1 | - | - | $555 \pm 30$ | - | $39 \pm 6$ | - |  |
| 2 | - | - | $2865 \pm 67$ | - | $175 \pm 14$ | - |  |
| 3 | $12.1 \pm 4.3$ | $529 \pm 144$ | $10800 \pm 128$ | $251 \pm 58$ | $622 \pm 25$ | $40.3 \pm 9.4$ |  |
| 4 | $12.0 \pm 3.1$ | $1180 \pm 225$ | $24170 \pm 189$ | $542 \pm 91$ | $1330 \pm 37$ | $40.8 \pm 6.9$ |  |
| 5 | $19.7 \pm 4.4$ | $1753 \pm 223$ | $28490 \pm 202$ | $528 \pm 94$ | $1692 \pm 41$ | $31.2 \pm 5.6$ |  |
| 6 | $21.2 \pm 4.9$ | $985 \pm 122$ | $12760 \pm 129$ | $294 \pm 56$ | $809 \pm 29$ | $36.3 \pm 7.1$ |  |
| 7 | $11.4 \pm 5.5$ | $93 \pm 34$ | $1306 \pm 40$ | $57 \pm 16$ | $91 \pm 10$ | $62.2 \pm 19.3$ |  |

Table B.3: $R_{\chi_{c}}$ divided into $x_{F}^{J / \Psi}$ bins for carbon data. Parameters of the fits to $\Delta M: \chi^{2}$ per degree of freedom and the position of the $\chi_{c}$ peak for data, $\langle\Delta M\rangle_{\chi_{c}}$, and Monte Carlo, $\langle\Delta M\rangle_{\chi_{c}}^{M C}$. The position, $\langle M\rangle_{J / \Psi}$, and width, $\sigma_{M_{J / \Psi}}$, of $J / \Psi$ measured in data are also presented.

|  | Data |  |  |  | Monte Carlo |  |
| :--- | :--- | :--- | :---: | :---: | :---: | :--- |
| $\operatorname{Bin}$ | $\left(\chi^{2} / \text { n.d.f. }\right)_{\chi_{c}}$ | $\langle\Delta M\rangle_{\chi_{c}}$ | $\sigma_{M_{J / \Psi}}$ | $\langle M\rangle_{J / \Psi}$ | $\left(\chi^{2} / n . d . f .\right)_{\chi_{c}}^{M C}$ | $\langle\Delta M\rangle_{\chi_{c}}^{M C}$ |
| 1 | - | - | $41.0 \pm 2.0$ | $3.107 \pm 0.002$ |  | - |
| 2 | - | - | $41.1 \pm 0.7$ | $3.103 \pm 0.001$ |  | - |
| 3 | $100.2 / 84$ | $439 \pm 14$ | $43.8 \pm 0.1$ | $3.098 \pm 0.001$ | $55.9 / 83$ | $442 \pm 9$ |
| 4 | $99.2 / 85$ | $430 \pm 7$ | $44.4 \pm 0.1$ | $3.092 \pm 0.001$ | $57.4 / 85$ | $434 \pm 6$ |
| 5 | $82.9 / 85$ | $436 \pm 3$ | $44.7 \pm 0.2$ | $3.091 \pm 0.001$ | $83.7 / 85$ | $443 \pm 6$ |
| 6 | $85.3 / 86$ | $423 \pm 5$ | $44.4 \pm 0.2$ | $3.092 \pm 0.001$ | $92.3 / 85$ | $441 \pm 8$ |
| 7 | $108.5 / 85$. | $402 \pm 14$ | $45.6 \pm 0.4$ | $3.086 \pm 0.001$ | $88.2 / 85$ | $431 \pm 17$ |

Table B.4: $R_{\chi_{c}}$ divided into $x_{F}^{J / \Psi}$ bins for tungsten data. The numbers of $\chi_{c}, N_{\chi_{c}}$, and $J / \Psi$, $N_{J / \Psi}$, events, measured in proton-tungsten interactions are presented. The simulated $\chi_{c}$ signal, $N_{\chi_{c}}^{M C}$, and number of $J / \Psi, N_{J / \Psi}^{\chi_{c}}$, stemming from $\chi_{c}$ radiative decays are also given along with the photon detection efficiency, $\varepsilon_{\gamma}$.

|  | Data |  |  | Data |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| Bin | $R_{\chi_{c}}, \%$ | $N_{\chi_{c}}$ | $N_{J / \Psi}$ | $N_{\chi_{c}}^{M C}$ | $N_{J / \Psi}^{\chi_{c}}$ | $\varepsilon_{\gamma}, \%$ |  |
| 1 | - | $54 \pm 21$ | $310 \pm 23$ |  | $48 \pm 7$ | - |  |
| 2 | $32.0 \pm 22.2$ | $116 \pm 50$ | $1293 \pm 62$ | $54 \pm 29$ | $192 \pm 14$ | $28.1 \pm 15.4$ |  |
| 3 | $7.5 \pm 5.1$ | $170 \pm 108$ | $5127 \pm 98$ | $269 \pm 62$ | $621 \pm 26$ | $43.4 \pm 10.0$ |  |
| 4 | $13.0 \pm 5.7$ | $480 \pm 172$ | $12200 \pm 144$ | $372 \pm 93$ | $1234 \pm 36$ | $30.1 \pm 7.6$ |  |
| 5 | $18.5 \pm 6.0$ | $728 \pm 164$ | $14080 \pm 157$ | $391 \pm 90$ | $1401 \pm 37$ | $27.9 \pm 6.4$ |  |
| 6 | $24.8 \pm 9.8$ | $430 \pm 95$ | $6686 \pm 95$ | $168 \pm 54$ | $647 \pm 25$ | $25.9 \pm 8.5$ |  |
| 7 | - | - | $688 \pm 31$ | - | $72 \pm 9$ | - |  |

Table B.5: $R_{\chi_{c}}$ divided into $x_{F}^{J / \Psi}$ bins for tungsten data. Parameters of the fits to $\Delta M: \chi^{2}$ per degree of freedom and the position of the $\chi_{c}$ peak for data, $\langle\Delta M\rangle_{\chi_{c}}$, and Monte Carlo, $\langle\Delta M\rangle_{\chi_{c}}^{M C}$. The position, $\langle M\rangle_{J / \Psi}$, and width, $\sigma_{M_{J / \Psi}}$, of $J / \Psi$ measured in data are also presented.

|  | Data |  |  |  | Monte Carlo |  |
| :--- | :--- | :--- | :--- | :---: | :--- | :--- |
| $\operatorname{Bin}$ | $\left(\chi^{2} / \text { n.d.f. }\right)_{\chi_{c}}$ | $\langle\Delta M\rangle_{\chi_{c}}$ | $\sigma_{M_{J / \Psi}}$ | $\langle M\rangle_{J / \Psi}$ |  | $\left(\chi^{2} / \text { n.d.f. }\right)_{\chi_{c}}^{M C}$ |$\langle\Delta M\rangle_{\chi_{c}}^{M C}$.

Table B.6: $R_{\chi_{c}}$ divided into $x_{F}^{J / \Psi}$ bins for combined data. The numbers of $\chi_{c}, N_{\chi_{c}}$, and $J / \Psi$, $N_{J / \Psi}$, events, measured in $p C, p W$ and $p T i$ interactions are presented. The simulated $\chi_{c}$ signal, $N_{\chi_{c}}^{M C}$, and number of $J / \Psi, N_{J / \Psi}^{\chi_{c}}$, stemming from $\chi_{c}$ radiative decays are also given along with the photon detection efficiency, $\varepsilon_{\gamma}$.

|  | Data |  |  | Monte Carlo |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Bin | $R_{\chi_{c}}, \%$ | $N_{\chi_{c}}$ | $N_{J / \Psi}$ | $N_{\chi_{c}}^{M C}$ | $N_{J / \Psi}^{\chi_{c}}$ | $\varepsilon_{\gamma}, \%$ |
| 1 | $33.8 \pm 20.6$ | $63 \pm 35$ | $897 \pm 40$ | $18 \pm 4^{*}$ | $87 \pm 9$ | $20.7 \pm 5.1$ |
| 2 | $11.4 \pm 8.3$ | $138 \pm 85$ | $4415 \pm 87$ | $101 \pm 40$ | $367 \pm 19$ | $27.5 \pm 11.0$ |
| 3 | $9.3 \pm 3.1$ | $638 \pm 186$ | $16850 \pm 164$ | $507 \pm 85$ | $1245 \pm 35$ | $40.7 \pm 6.9$ |
| 4 | $12.8 \pm 2.9$ | $1701 \pm 291$ | $38480 \pm 244$ | $884 \pm 131$ | $2564 \pm 51$ | $34.5 \pm 5.1$ |
| 5 | $18.8 \pm 3.5$ | $2441 \pm 283$ | $45060 \pm 279$ | $893 \pm 130$ | $3095 \pm 56$ | $28.8 \pm 4.2$ |
| 6 | $23.6 \pm 5.0$ | $1466 \pm 160$ | $20490 \pm 165$ | $442 \pm 79$ | $1459 \pm 38$ | $30.3 \pm 5.5$ |
| 7 | $8.0 \pm 4.8$ | $82 \pm 43$ | $2097 \pm 52$ | $81 \pm 22$ | $165 \pm 13$ | $49.1 \pm 14.0$ |

Table B.7: $R_{\chi_{c}}$ divided into $x_{F}^{J / \Psi}$ bins for combined data. Parameters of the fits to $\Delta M: \chi^{2}$ per degree of freedom and the position of the $\chi_{c}$ peak for data, $\langle\Delta M\rangle_{\chi_{c}}$, and Monte Carlo, $\langle\Delta M\rangle_{\chi_{c}}^{M C}$. The position, $\langle M\rangle_{J / \Psi}$, and width, $\sigma_{M_{J / \Psi}}$, of $J / \Psi$ measured in data are also presented.

|  | Data |  |  |  | Monte Carlo |  |
| :--- | :--- | :--- | :---: | :---: | :--- | :--- |
| Bin | $\left(\chi^{2} / \text { n.d.f. }\right)_{\chi_{c}}$ | $\langle\Delta M\rangle_{\chi_{c}}$ | $\sigma_{M_{J / \Psi}}$ | $\langle M\rangle_{J / \Psi}$ | $\left(\chi^{2} / n . d . f .\right)_{\chi_{c}}^{M C}$ | $\langle\Delta M\rangle_{\chi_{c}}^{M C}$ |
| 1 | $70.0 / 82$ | $436 \pm 24$ | $43.0 \pm 1.7$ | $3.105 \pm 0.002$ | - | - |
| 2 | $82.5 / 83$ | $409 \pm 28$ | $42.3 \pm 0.7$ | $3.103 \pm 0.001$ | $50.9 / 83$ | $430 \pm 18$ |
| 3 | $88.1 / 84$ | $426 \pm 12$ | $43.5 \pm 0.1$ | $3.097 \pm 0.001$ | $60.2 / 83$ | $439 \pm 7$ |
| 4 | $111.2 / 85$ | $427 \pm 4$ | $44.96 \pm 0.03$ | $3.092 \pm 0.001$ | $49.9 / 85$ | $440 \pm 5$ |
| 5 | $73.7 / 86$ | $433 \pm 4$ | $45.3 \pm 0.3$ | $3.091 \pm 0.001$ | $77.1 / 85$ | $449 \pm 5$ |
| 6 | $99.0 / 86$ | $428 \pm 4$ | $44.8 \pm 0.2$ | $3.092 \pm 0.001$ | $85.2 / 86$ | $447 \pm 7$ |
| 7 | $73.4 / 85$ | $413 \pm 19$ | $44.3 \pm 0.6$ | $3.088 \pm 0.001$ | $54.8 / 86$ | $433 \pm 13$ |



Figure B.1: Combined data set. (a) The $\Delta M$ distribution for combined data ( $C, W, T i$ ). The presented fit is performed by using the parametrization (5.34). The fit parameters, events, mean, sigma and b.scale, shown in the plot, correspond to the number of $\chi_{c}$ events, $N_{\chi_{c}}^{i 2}$, position of the signal, $\langle\Delta M\rangle_{\chi_{c}}^{i 2}$, its width, $\sigma_{\Delta M_{\chi_{c}}}^{i 2}$, and the normalization of the background, respectively. The filled histogram represents the combinatorial background estimated by event mixing. (b) The background subtracted signal is shown. Solid line correspond to a Gaussian from the fit to the $\Delta M$. (c,d) the same as (a,b) but for Monte Carlo simulations. (e) J/ $\Psi$ signal for data is shown in plot (e), whereas for simulations - in plot ( $f$ ). The distributions presented correspond to $-0.06 \leq x_{F}^{J / \Psi}<-0$ range.

## Appendix C

## Study of systematical uncertainties

In this appendix, we present details concerning the evaluation of the systematical error imposed by the criteria used to select photons. The summary of the selection criteria is given in Table 5.3.

The evaluation is done by studying the behavior of $R_{\chi_{c}}$ with respect to cuts on cluster energy, cluster transverse energy, number of cells building the cluster, exclusion of the innermost par of the calorimeter, $\pi^{0}$ photons rejection and $J / \Psi$ mass cut. In addition, we check the behavior of the photon detection efficiency, $\varepsilon_{\gamma}$, and the ratio between reconstructed $\chi_{c}$ and $J / \Psi$ events, $N_{\chi_{c}} / N_{J / \Psi}$.

For the energy cut we examine the variation of $R_{\chi_{c}}$ in the range between $E_{c l}>2 \mathrm{GeV}$ and $E_{c l}>4 G e V$ cuts. To cut outside the specified range, results in large systematics deviations. A cut below 2 GeV would result in background dominating the signal, whereas cuts above 4 GeV would make the background peak under the signal, which would drastically increase uncertainties related to the signal extraction. The resulting plots are shown in Fig. C.1.

For the $E_{T}^{c l}$ cut we examine the variation of $R_{\chi_{c}}$ in the range up to the cut $E_{T}^{c l}>$ 200 MeV . To cut further the specified range, would result in background peaking under the signal, which would minimize our chances to obtain a reliable signal. The resulting plots are shown in Fig. C.2.

In order to prove that the cut on the number of cluster cells, $N_{\text {cells }}$, has no influence on $R_{\chi_{c}}$, we estimate the ratio using $N_{\text {cells }}>0,1,3,4$ cuts in addition to the value used in the analysis $\left(N_{\text {cells }}>2\right)$. The corresponding distributions are shown in Fig. C.3.

The cut that rejects $\pi^{0}$ photons is studied by varying the size of $\gamma \gamma$ invariant mass window which defines $\pi^{0}$ photons, i.e. from $3 \sigma_{M_{\pi^{0}}}$ to $5 \sigma_{M_{\pi^{0}}}$ as indicated in Fig. C.4.

The effect of the exclusion of the ECAL innermost part, $x_{c l}^{2} / 4+y_{c l}^{2}>r^{2}$, was examined by varying the value of $r^{2}$ in the range up to $736 \mathrm{~cm}^{2}$, as presented in Fig. C.5.

Finally, we check the requirement of $J / \Psi$ mass is the search for isolated photon: $\left|M_{J / \Psi}-3.093\right|<K$. For that, we vary the cut in the range from $K=132 \mathrm{MeV} / \mathrm{c}^{2} \approx$ $3 \sigma_{M_{J / \Psi}}$ to $K=60 \mathrm{MeV} / \mathrm{c}^{2} \approx 1.3 \sigma_{M_{J / \Psi}}$. The variation of $K$ from $3 \sigma_{M_{J / \Psi}}$ to $1.7 \sigma_{M_{J / \Psi}}$ result in a flat behavior of $R_{\chi_{c}}$. Any further cut, results in a systematical underestimation of the $R_{\chi_{c}}$ ratio, as indicated in Fig. C.6.




Figure C.1: Fraction of $J / \Psi$ produced via $\chi_{c}$ decays, $R_{\chi_{c}}$, versus the cut on the cluster energy measured in ECAL (top left). Solid line shows the average, calculated for eleven measured points which correspond to the cuts in the range from $E_{c l}>2 \mathrm{GeV}$ to $E_{c l}>4 \mathrm{GeV}$, as indicated. The attributed $9 \%$ systematical uncertainty is estimated as the maximal deviation from the average. Top right plot: The ratio between the $\chi_{c}$ and $J / \Psi$ signals reconstructed in the given data set is presented. Bottom plot: The photon detection efficiency estimated from a simulation for carbon wire $i 2$ is shown.




Figure C.2: Fraction of $J / \Psi$ produced via $\chi_{c}$ decays, $R_{\chi_{c}}$, versus the cut on the cluster transverse energy measured in ECAL (top left). Solid line shows the average, calculated for eleven measured points which correspond to the cuts in the range from $E_{T}^{c l}>0 \mathrm{GeV}$ to $E_{T}^{c l}>0.2 \mathrm{GeV}$, as indicated. The attributed 3 \% systematical uncertainty is estimated as the maximal deviation from the average. Top right plot: The ratio between the $\chi_{c}$ and $J / \Psi$ signals reconstructed in the given data set is presented. Bottom plot represent the photon detection efficiency estimated from Monte Carlo simulations.




Figure C.3: Fraction of $J / \Psi$ produced via $\chi_{c}$ decays, $R_{\chi c}$, versus the cut on the number of cluster cells (top left). Solid line shows the average, calculated for five measured points. which correspond to the cuts in the range from $N_{\text {cells }}>0$ to $N_{\text {cells }}>4$, as indicated. The attributed $1 \%$ systematical uncertainty is estimated as the maximal deviation from the average. Top right plot: The ratio between the $\chi_{c}$ and $J / \Psi$ signals reconstructed in the given data set is presented. Bottom plot represents the photon detection efficiency estimated from Monte Carlo simulations.





Figure C.5: Fraction of $J / \Psi$ produced via $\chi_{c}$ decays, $R_{\chi_{c}}$, versus the cut which excludes the innermost part of ECAL (top left). Solid line shows the average, calculated for seven measured points which correspond to the cuts in the range from $x^{2} / 4+y^{2} / 4>232 \mathrm{~cm}^{2}$ to $x^{2} / 4+y^{2} / 4>736 \mathrm{~cm}^{2}$, as indicated. The attributed $3 \%$ systematical uncertainty is estimated as the maximal deviation from the average. Top right plot: The ratio between the $\chi_{c}$ and $J / \Psi$ signals reconstructed in the given data set is presented. Bottom plot represents the photon detection efficiency estimated from Monte Carlo simulations.



Figure C.6: Fraction of $J / \Psi$ produced via $\chi_{c}$ decays, $R_{\chi_{c}}$, versus the $J / \Psi$ mass window cut (top left). Solid line shows the average, calculated for eight different cut values in the range from $\left|M_{J / \Psi}-3.093\right|>132 \mathrm{MeV} / \mathrm{c}^{2}\left(3 \sigma_{M_{J / \Psi}}\right)$ to $\left|M_{J / \Psi}-3.093\right|>76 \mathrm{MeV} / c^{2}\left(1.7 \sigma_{M_{J / \Psi}}\right)$, as indicated. The attributed $3 \%$ systematical uncertainty is estimated as the maximal deviation from the average. Top right plot: The ratio between the $\chi_{c}$ and $J / \Psi$ signals reconstructed in the given data set is presented. Bottom plot represents the photon detection efficiency estimated from Monte Carlo simulations.
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[^0]:    ${ }^{1}$ Here and further on in the thesis we use the notation $\chi_{c}$ to indicate the sum of the $\chi_{c 1}$ and $\chi_{c 2}$ states.

[^1]:    ${ }^{1}$ However the combined parity, CPT is respected in the weak interaction
    ${ }^{2}$ The complex conjugate of CKM factors for antiparticles

[^2]:    ${ }^{3} D$ being the lightest charmed meson: $D^{0}=c \bar{u}, \bar{D}^{0}=\bar{c} u, D^{+}=c \bar{d}, D^{-}=\bar{c} d$, and $m_{D} \approx$ $1.870 \mathrm{GeV} / \mathrm{c}^{2}$ [20].

[^3]:    ${ }^{4}$ The ad hoc introduction of (not-yet) observed charmonium states above the $D \bar{D}$ threshold such as higher $P$-wave or $D$-wave states appears quite questionable [28]. Only with very optimistic production rates and branching fractions into $\Psi^{\prime}$ can one account for the observed rate for prompt $\Psi^{\prime}$ to $J / \Psi$ production [31]

[^4]:    ${ }^{5}$ The $\sigma_{\chi_{c 1}} / \sigma_{\chi_{c 2}}$ ratio obtained in fixed-target experiments should be approximately independent if the production through the $q \bar{q}$ annihilation channel can be neglected [25].

[^5]:    ${ }^{a}$ The change from W to $\mathrm{W}+$ Re was done on 06.02 .2003
    ${ }^{b}$ The change of material was on 06.02.2003
    ${ }^{c}$ The change from C to W took place on 02.01.2003

[^6]:    ${ }^{1} \mathrm{~A}$ ghost track is a random combination of reconstructed hits.

[^7]:    ${ }^{2}$ PYTHIA is restricted to the collision of nucleons.

[^8]:    ${ }^{1}$ In the di-muon data we have also a small number of $J / \Psi$ events (about 300 ) produced on palladium (Pd) wire $a 2$.

[^9]:    ${ }^{2}$ i.e di-muon and di-electron channels; by electron we mean $e^{+}$or $e^{-}$.

[^10]:    ${ }^{3}$ We use $3{ }^{d}$ reprocessing of data.

[^11]:    ${ }^{4} \mathrm{~A}$ track is usually obtained by matching the segments reconstructed in different subdetectors. This matching between the subdetectors may generate a situation when a segment is used several times to form a track. Such tracks are referred to as clones. In case of multiple usage of segments only one reconstructed tracks is accepted among the tracks with similar characteristics. The choice is based on the hit information from subdetectors and the quality of the track fit.

[^12]:    ${ }^{5}$ As a benchmark the spectra measured by the E789 experiment [80] were used.

[^13]:    ${ }^{6}$ In some plots $\sigma_{M}$ is denoted simply as $\sigma$.

[^14]:    ${ }^{7}$ See Appendix A for more details about $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$.

[^15]:    ${ }^{1}$ We neglected the correlation between $M_{J / \Psi}$ and direction of the $\vec{p}_{J / \Psi}$, as well as the uncertainty related to the determination of the photon momentum.

[^16]:    ${ }^{2}$ The reconstruction correspond to the $3{ }^{d}$ reprocessing of data.

[^17]:    ${ }^{3}$ We will describe it in the next section

[^18]:    ${ }^{4}$ The isolated photons used in the mixing were selected by applying the criteria identical to the photon selection used in the $\chi_{c}$ search (see Table 5.3).
    ${ }^{5}$ Here and farther on in the discussion on the background evaluation real event stands to emphasize the difference of the measured and simulated events which result in the same event distributions from the events modelled by the event mixing which result in mixed event distributions.

[^19]:    ${ }^{6}$ We assume the purely combinatorial background.
    ${ }^{7}$ Because the kinematics of $J / \Psi$ stemming from $\chi_{c}$ radiative decays is very similar to the kinematics of the direct $J / \Psi$ the combinations of the $\chi_{c}$ photons and direct $J / \Psi$ mesons will contribute to $\Delta M_{m i x}^{\chi_{c} \rightarrow \gamma}$ in the mixing as well.

[^20]:    ${ }^{8}$ In the simulation the distribution was obtained by using the events with no $\chi_{c} \rightarrow \gamma J / \Psi$ inside, while in the data we operated with the events corresponding to side-bands of the $J / \Psi$ mass distribution.

[^21]:    ${ }^{9}$ In some plots, $N_{\chi_{c}},\langle\Delta M\rangle_{\chi_{c}}, \sigma_{\Delta M_{\chi_{c}}}$ and $C_{s}$ are denoted as events, mean, sigma and b.scale respectively.

[^22]:    ${ }^{10}$ The significance is defined as $N_{\chi_{c}} / \Delta N_{\chi_{c}}$, see equation (5.31).

[^23]:    ${ }^{1}$ A brief introduction to CEM and NRQCD approaches have been presented in chapter 2, section 2.4, during the discussion of the charmonium production.

[^24]:    ${ }^{1}$ The momentum resolution avereged over momentum spectrum of the charged particles is about 1.25 $\%$
    ${ }^{2}$ The $\Delta M$ resolution in this case is about $38 \mathrm{MeV} / \mathrm{c}^{2}$ (see chapter 5 , subsection 5.2.5).

[^25]:    ${ }^{3} \mathrm{~A}$ random combination of reconstructed hits.
    ${ }^{4}$ With the help of GROVER package [83]
    ${ }^{5}$ The search for bremsstrahlung losses was similar to the one used to reconstruct $J / \Psi \rightarrow e^{+} e^{-}$decays (see Fig. 4.11).

[^26]:    ${ }^{6}$ See chapter 4 , subsection 4.3 .2 for muon selection.

[^27]:    ${ }^{7} / a c s / m c 4 / p 41000 / d 02.1205 / w 10001000 / r e c / r u n 09 \_00025 /$
    8/acs/mc4/p41003/d02.1205/w10001000/rec/run09」00091/, /acs/mc4/p41000/d02.1205/w10010000/rec/run09_00092/

[^28]:    ${ }^{9}$ In absence of the tail $\sigma_{\Delta M_{c .}}^{t a i l}=\sigma_{\Delta M_{c .}}$, which implies Gaussian parametrization for both parts of the distribution.
    ${ }^{10}$ See chapter 5 , section 5.3 for more detail about the background evaluation.

[^29]:    ${ }^{11}$ See chapter 2 , section 2.4 for details about charmonium production.
    ${ }^{12}$ See chapter 2 , section 2.4 for definition.

[^30]:    ${ }^{1}$ prepared in March 2002.

[^31]:    ${ }^{2}$ Monte Carlo samples (carbon: $/ \mathrm{acs} / \mathrm{mc} 3 / 99.1013 / 10000 / *$ and titanium: /acs/mc3/99.1014/inner1/*) were simulated with ARTE-03-08-r2, using geometry version 99.1013 (99.1014) for carbon (titanium) wire and were reconstructed with ARTE-03-09-r3 using the corresponding 99.1013 (99.1014) geometry versions. RANGER was used for pattern recognition. Magnet chambers were included in the reconstruction algorithm.

[^32]:    ${ }^{3}$ The total number of $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decays was obtained by counting all simulated mesons and normalizing this number to the branching ratio value.

[^33]:    ${ }^{4}$ In the case of running "optimistic" scenario for carbon material only 14190 Monte Carlo simulated events have been used.

[^34]:    ${ }^{5}$ obtained with the "realistic" scenario (Eq.(A.1)

[^35]:    ${ }^{6}$ Errors were calculated for $N_{K_{s}^{0}}^{i}$

